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A series of molecular dynamics computer simulations have been carried out on fully hydrated liquid
crystalline dipalmitoyl phosphatidylcholine (DPPC) bilayers at constant surface areas corresponding to
59.3, 62.9, 65.5, or 68.1 A%/lipid, the range of values suggested by different experiments in different
laboratories. Simulated quantities are compared with those from NMR (deuterium order parameters and
contribution of molecular tilt to the order parameter), X-ray scattering (D-spacings and detailed density
profiles), and partial molar volumes. The results strongly support the value of 62.9 A2DPPC recently
proposed by Nagle et al. (Biophys. J. 1996, 70, 1419) and demonstrate the feasibility of a combined
experimental, and simulation-based approach for determining membrane structure.

1. Introduction

Phospholipid bilayers have long been studied as models
of biological membranes. Under physiologically relevant
conditions of temperature and hydration, however, they
exist in a fluid liquid crystalline (L) state characterized
by a high degree of disorder, making their detailed
structure difficult to determine by standard techniques
such as X-ray diffraction. Less detailed structural in-
formation is available from a variety of sources: the
average orientation (with respect to the bilayer normal or
z-axis) of the CH-bond vectors at various carbon positions
in the fatty acid chain from nuclear magnetic resonance
(NMR) order parameters; the average location along the
z-axis of selectively deuterated carbon atoms from neutron
diffraction; and the z-dependent electron density profile
from X-ray diffraction. The lipid having the greatest body
of experimental structural data is dipalmitoyl phosphati-
dylcholine (DPPC), which consists of two saturated 16-
carbon fatty acid chains connected by a glycerol backbone
with a zwitterionic headgroup. The focus of this work is
on the fully hydrated L, state of DPPC multilamellar
bilayers.

The experimental data noted in the preceding paragraph
yield changes in the atomic location or conformation as
a function of the z position. Information on the structure
in the lateral direction (i.e., the plane of the bilayer) is
generally determined through a combination of experi-
mental data and model interpretation. For example, the
surface area per molecule, Ao, can be calculated by dividing
the volume per lipid (which is obtainable from experiment)
by the average thickness of the membrane, where the
thickness comes from an interpretation of the experimental
data. A, for DPPC has been estimated to be 58—71 A2
from various combinations of NMR, neutron, X-ray, and
gravimetric measurements.! This range is unacceptably
large, especially when considering that separate experi-
ments have shown that changing Aq by only a few percent
leads to membrane rupture.? The large uncertainty in
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the dimensions of the pure lipid membrane makes the
determination of small differences due to changes in lipid
composition or the presence of solutes such as proteins
unlikely. The goal of the research described here is to
determine A, from a series of molecular dynamics (MD)
computer simulations, using experimental dataas a guide.

Having laid out this goal, we comment on the ap-
propriateness of the tool we chose touse. First, we consider
the comparison to experiment, and second, in the following
paragraph, we consider the choice of ensemble. Molecular
dynamics simulations involve generating the trajectory
of agroup of molecules through time. Inthe presentcase,
we follow the configurations of 72 lipid molecules and
approximately 2000 water molecules for a little less than
a nanosecond. The natural question to ask is Do the
limited length and time scales of the computer experiment
prevent us from observing the “true” structure and
dynamics of the lipid bilayer. As discussed in previous
papers, the small patch of membrane used in the simula-
tion cannot support the undulatory vibrations of a
macroscopic membrane®* nor does the simulation time
scale allow observation of such phenomenon as the lateral
diffusion of a lipid or group of lipids.® With these
limitations understood, however, we can choose to compare
well-sampled properties from the simulation with their
corresponding experimental observables. Specifically, the
electron density profile that will be compared to our
simulation results has been obtained in such a way as to
remove the effect of undulations,® and the NMR experi-
ment which produces the order parameter data is not
affected by lateral diffusion.”?®

The second point involves the choice of ensemble. Until
recently, MD simulations of interfacial systems, including
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lipid bilayers, have been carried out at constant particle
number, volume, and energy (NVE, or microcanonical
ensemble) or constant number, volume and temperature
(NVT, or canonical).®"! It is clear that flexibility of the
simulation cell is desirable (e.g., to allow a liquid/liquid
system to adjust to the presence of an interface or a lipid
bilayer to expand or contract when a peptide is added).
Tothisend, apressureisapplied in one or more directions.
Two basic classes are becoming common:!? constant normal
pressure but fixed surface area (NPAT or NPAH, where
H is the enthaply); constant normal pressure and constant
surface tension (NPyT or NPyH). (Seeref12 forageneral
discussion of these and other ensembles for interfacial
systems.) The difficulty in applying NPy ensembles to
lipid bilayers is that an estimate of the surface tension is
necessary. A variety of theoretical and practical argu-
ments have been presented on why the applied surface
tension should be zero'315or nonzero.367 Toadd insight
to this question, for this study we simulate in the NPAT
ensemble and calculate the surface tension at each surface
area.

The next section describes the simulation protocol. This
is followed by results from the lipid bilayer simulations
carried out at four different surface areas and an estimate
of Ap. We conclude with a discussion of critical assump-
tions used to obtain surface areas from experiment.

2. Simulation Methodology

The program Chemistry at HARvard Molecular Me-
chanics® was used with the PARM22b4b parameter set.*°
The CHARMM potential contains terms for bond lengths,
bond angles, torsional angles, and improper torsional
angles. The interactions between nonbonded atoms are
described by Coulombic interactions between partial point
charges on the atomic centers and a Lennard—Jones (LJ)
6—12 potential. The LJ potential was switched smoothly
to zero over the region from 10—12 A. Although
PARM22b4b was developed with a shifting of the cou-
lombic potential to zero at 12 A, our earlier observations
of severe cutoff-related artifacts led us to utilize the Ewald
summation technique for the calculation of electrostatics.?°
The real space summation was truncated at 12 A using
x = 0.230 A-1. The reciprocal space summation was
truncated at k,x = kyy = 6 and k,, = 9.

Four NPAT simulations, each of 72 DPPC molecules
forming two 6 x 6 leaflets, were carried out with the lateral
dimensions of the simulation cell (L. = L,) such that the
area per molecule was 59.3, 62.9, 65.5, or 68.1 A2, Three-
dimensional periodic boundary conditions were applied,
and the cell length normal to the membrane (L,) was
allowed to adjust during the simulation to maintain a
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constant normal pressure of 1 atm. The pressure was
maintained by a variant of the extended system formalism,
the Langevin Piston algorithm, which reduces oscillations
in the cell parameters.?* A mass of 500 amu and a collision
frequency of 5 ps~* were used for the pressure piston. The
temperature was maintained at 50 °C, well above the main
phase transition temperature and identical to the relevant
experiments, by means of the Hoover thermostat.??

The initial conditions were developed as described
previously.?®?* Briefly, configurations of individual lipids
consistent with a Marcelja mean field were generated by
Monte Carlo (MC) simulation, with field values adjusted
to obtain agreement with experimental order param-
eters.?> These configurations were then randomly chosen
and placed onto a hexagonal lattice with a phosphate—
phosphate distance (through the center of the bilayer) of
36 A. Random offsets in x, y, and z were chosen from a
Gaussian distribution with a zero mean and a variance
of 1 A. The choline conformations from the MC-generated
ensemble were then replaced with those obtained from an
earlier MD simulation,?® because their orientations were
too often observed to point toward the bilayer interior
(the order parameters do not distinguish a positive or
negative projection along the bilayer normal). The initial
value of L, was set to 67.2 A, the most recent experimental
estimate of the bilayer repeat distance.® For each area,
25 bilayers were generated in this way using different
random seeds and the bilayer with order parameters most
closely matching the experimental values was chosen.
Water molecules were then added by multiply overlaying
apreviously equilibrated box of water and removing those
water molecules which were less than 1.9 A from a heavy
atom of a lipid or a previously placed water or which were
further toward the bilayer center than the average of the
carbonyl groups. The number of water molecules/lipid,
nw, equaled 26.5, 29.1, 32.0, 34.8 for A = 59.3, 62.9, 65.5,
and 68.1 A2, respectively (nw must increase with surface
area at a fixed height). Final system sizes ranged from
15000—17000 atoms. The resulting configuration for each
area was then energy minimized before beginning the
dynamics run.

During the simulation, all bonds involving hydrogen
were fixed at their equilibrium distances using the SHAKE
algorithm.?6 A time step of 2 fs was employed with a
modified leap-frog Verlet integration scheme. A neighbor
list, used for calculating the LJ potential and the real
space portion of the Ewald sum, was kept to 14 A and was
updated every 20 fs. Coordinate sets were saved every
100 fs for subsequent analysis. Simulations were carried
out using either four Hewlett-Packard 9000/735 worksta-
tions connected by an FDDI ring or eight processors of an
IBM SP2. Thesimulationsat62.9, 65.5, and 68.1 A2were
run for 800 ps, and the simulation at 59.3 A2 was run for
600 ps. A picosecond of simulation required approximately
5 h on the HP system or 2 h on the IBM system.

3. Results

(a) Equilibration and Dimensions. The equilibra-
tion phase of the simulation was deemed complete at 300
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Figure 1. Internal energy as a function of time for the lipid
bilayer simulations. Dashed lines show, for each surface area,
the average energy calculated from 300 ps to the end of the
trajectory. The large differences between the curves is due to
the different number of water molecules in each simulation.

ps when the internal energy of the system had stabilized
(Figure 1). The coordinates generated after the 300 ps
point were used for the analysis presented here. All the
simulations produced bilayer structures which were stable
on the time scale of the simulation. The average values
of L;, corresponding to the bilayer repeat spacing (D),
ranged from 66.8—68.2 A. Since the D values observed
in the simulation depend sensitively on the number of
water molecules included, we subtracted the water volume
from the average volume of the simulation cell to obtain
estimates of the volume per lipid molecule, V.

v =52 -n, x304 1)

where 30.4 A% is the volume per water molecule obtained
from an analysis of the water density in a slab at the
center of the water lamella;?’ this molecular volume
corresponds to a water density of 0.984 g/mL, very near
the experimental value 0f 0.988 g/ml at 50 °C. The volumes
obtained fromeq 1 are listed in Table 1; they differ by less
than 1% among each other and by at most 1.5% from the
experimental value. Thus, the bilayer acts as a largely
incompressible fluid and maintains its volume by adjusting
the thickness.

(b) Deuterium Order Parameters. The deuterium
order parameters, Scp, are obtained experimentally from
the quadrapolar splitting, Ave, in an axially averaged line
shape,

2
Avg = %(e SQ)SCD (2)

where the term in parenthesis is the quadrapolar coupling
constant. From the simulation, Scp is obtained from

Scp = Ecos2 0 — %D= [P,(cos 6)0] (3)

where 6 is the angle between the CH-bond vector and the
bilayer normal, the brackets denote an average over time
and over all the lipids, and axial averaging about the
bilayer normal is assumed. The square of the order
parameter corresponds to the long time value of the
reorientational correlation function, (P,(u(0)-x(t))[lof the
bond unitvector, 4. The magnitude of Scp, thus, quantifies
the degree of reorientation which occurs on the NMR time
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scale, i.e., how ordered the molecules are, and their average
orientation with respect to the bilayer normal. A vector
undergoing isotropic rotation would have an order pa-
rameter of zero; typical values of Scp for fluid phase lipid
bilayers range from —0.2 at the top of the fatty acid chains
to near zero in the terminal methyl groups. Order
parameters at various chain positions have been deter-
mined experimentally for fully hydrated DPPC at 50 °C.7:8
Figure 2 compares Scp values from the four simulations
with those experimentally obtained for each of the sn-2
chain carbons from C3 to C16. These carbon atoms were
chosen because at these positions the protons of each
methylene group are equivalent and because experimental
data from two laboratories is available for comparison.
The order parameters at A = 59.3 (Figure 2a) are much
higher than those experimentally obtained at all carbon
positions, indicating that the lipid molecules are too
ordered and that this value of the areais toosmall. These
order parameters were so large that the simulation at A
= 59.3 was stopped at 600 ps while the others were
continued to 800 ps. The agreement with experiment at
A = 62.9 (Figure 2a) and 65.5 (Figure 2b) is very good,
though the A = 65.5 results are somewhat higher than
those experimentally obtained at the tails of the carbon
chains. The shape of the order parameter profile at A =
68.1 (Figure 2b) differs from both experiment and the
other simulations, with the positions at the middle of the
chain having lower order than those experimentally
obtained and those at the terminal end having higher
order. On the basis of these results, it is clear that A =
59.3 is too small a molecular area and that A = 68.1 is
most likely too large.

A useful order parameter (to be used later in this paper)
is ScpPlateau which is defined as the average of the CH
order parameters in the plateau region, C4—C8. |ScpPlateay|
is expected to be proportional to the projected length of
the lipid along the bilayer normal and, from Table 1,
increases as surface area decreases.

(c) Contributions from Internal and Overall Dis-
order. Theincreased order atasmaller surface areacan
result from changes in the internal conformation of the
lipid as measured by the chain dihedral distributions (e.g.,
the gauche/trans ratio) or in the overall molecular
orientation (the chain tilt). To separate these two effects,
the potential of the mean force for rotation about the C8—
C9—-C10—C11 dihedral angles was calculated from the
angular distributions of each simulation. As shown in
Figure 3, the torsional distributions are independent of
the molecular area. Evidently, as the surface area is
increased, the membrane thins sufficiently to maintain
essentially the same environment for the alkyl chains.
Thisisinaccord with earlier observations that the bilayer
interior is similar to a liquid alkane in terms of chain
conformations (but not, clearly, chain tilt).% Itiscounter
to the picture of membrane order depending only on the
number of gauche defects.

Overall disorder was evaluated by the tilt order
parameter, Sy = P2(cos #)CJof the principal (or long) axis
of the moment of inertia tensor. (This procedure relieson
two assumptions: (i) that overall rotation is “rigid body”
in character and uncoupled from internal motion; (ii) that
the eigenvectors of the diffusion tensor are colinear with
those of the moment of inertia tensor. Both assumptions
have been shown to be very good for rotation of the long
axis for liquid alkanes?® and, thus, are reasonable to make
for lipids.) Figure 4 plots the instantaneous Sj;: (averaged
over lipids) as a function of time for three of the simulations

(29) Zhang, Y.; Venable, R. M.; Pastor, R. W. J. Phys. Chem. 1996,
100, 2652.
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Table 1. Summary of Bilayer Structural Parameters

area/AZ V|_/A3 ,SCDplateau Stilt zdiﬁneutron/A XHH/A
59.3 1214 0.275 0.74 0.60 40.5
62.9 1219 0.215 0.70 0.76 38.9
65.5 1221 0.210 0.65 1.04 36.9
68.1 1217 0.198 0.64 1.52 35.2
experiment 12322 0.209—0.217° 0.69-0.72¢ N/A 36.4—39.69
a Reference 28. P References 7 and 8. ¢ Reference 8. 9 Reference 6.
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Figure 4. Tiltorder parameter, S:ii, calculated from the vector
0.20 4 defining the principal axis of each lipid. The upper, middle, and
—a lower lines are from the simulations at 59.3, 62.9, and 68.1 A2,
@] . .
% 0.15 respectively.
0.10 temperatures. To compare DMPC (which contains 14
0.05 carbon fatty acid chains and melts at a lower temperature)
: with DPPC, we use the range from 0.69 to 0.72, the values
obtained for DMPC at the same reduced temperature as
0.00 m T . . PR .
4 6 8 10 12 14 16 the simulations; this indicates that the molecular ordering
observed in the A = 62.9 simulation most closely matches
C# of sn-2 that observed experimentally.

Figure 2. Deuterium order parameters, Scp, for the sn-2 chain
of DPPC. (a) 59.3 and 62.9 A2, (b) 65.5 and 68.1 A2. In both
figures the symbols denote experimental values, with circles
from Seelig and Seelig” and diamonds from Douliez et al.8 (For
certain carbon positions, two values were reported in ref 7
without assignment to the sn-1 or sn-2 chain. We have assigned
the value closest to that reported in ref 8 as being the value for
the sn-2 chain.)
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Figure 3. Potential of mean force for rotation about the C8—
C9—C10—C11 dihedral angle of the palmitic acid chains.

(for clarity, the results are not displayed for A = 65.5
because they were very similar to those at A=68.1). The
increasing molecular order with decreasing surface area
is seen from the time-averaged values of Sy: 0.74, 0.70,
0.65,and 0.64 for A=59.3,62.9,65.5and 68.1, respectively;
the statistical error is estimated to be +0.03 from the
variance among the 72 lipids. Experimental values of
St for dimyristoyl phosphatidylcholine (DMPC) have been
obtained by Duforc and co-workers® at a variety of

(d) Density Profiles. We first consider the density
profiles from older neutron scattering data on isotopically
labeled carbon atoms2%3! and then from more recent X-ray
data.b

Table 2 compares the average distance from the bilayer
center to the carbon atom of interest from the four
simulations and the neutron scattering experiment.
Although this data does not provide a stringent test of the
simulation accuracy (most points are within an Angstrom
of each other), some trends are evident. When the average
deviation, Zgig"®t"" = |Zsm — Zexpl, IS calculated over all
carbon positions, the values for the simulations at A =
59.3and 62.9(0.60and 0.76 A, respectively) are well within
the stated precision of the experiment, the value of 1.04
A for A = 65.5 is approximately equal to experimental
error and the simulation at A= 68.1 shows poor agreement
with experiment (1.52 A). We mustadd two qualifications
concerning thiscomparison: (i) the experimentwas carried
out at a lower hydration level than the simulations (D =
54.1 A), although differences in bilayer structure are
expected to be small;® (ii) discrepancies are unavoidable
because the distances between C4 and C5 and between
C14 and C15 in the experimental data set exceed the
carbon—carbon bond length.

Electron density profiles, displayed in Figure 5, were
calculated from the trajectories by dividing the simulation
cells into 0.1 A slabs and determining the time-averaged
number of electrons in each slab. The peaks show the
position of the electron-rich phosphate section of the

(30) Buldt, G.; Gally, H. U.; Seelig, J.; Zaccai, G. J. Mol. Biol. 1979,
134, 673.

(31) Zaccai, G.; Buldt, G.; Seelig, A.; Seelig, J. J. Mol. Biol. 1979, 134,
693
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J. 1997, 73, 2269.
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Table 2. Average Distance (A) from the Bilayer Center to Various Carbon Positions in the Lipid Bilayer2

C position A =593 A =629 A =655 A=68.1 exp303t
C, 21.6 £0.3 20.7 £0.2 20.0£0.2 195+0.2 21.8+0.6
Ca 21.0+0.3 20.0£0.2 195+0.2 18.9+ 0.2 21.2+1.0
Cs 20.6 £ 0.3 19.6 +£ 0.2 19.1 +0.2 185+ 0.2 21.0+1.0
CG-3 182+ 0.3 17.3+£0.2 16.7 £ 0.2 16.0 £ 0.2 174+£15
C4 12.7 £ 0.2 11.9+0.2 11.5+0.2 109+ 0.2 122+15
C5 11.7+0.2 109+ 0.2 10.5+ 0.2 99+0.2 105+15
c9 7.6+0.2 7.1+£0.2 6.8 +£0.2 6.2 +£0.2 81+1.0
C14 3.3+0.2 31+0.2 3.0+0.2 29+0.2 36+1.0
C15 28+0.2 27+£0.2 26+0.2 27+£0.2 19+1.0

a Error estimates for the simulation were determined by dividing the standard deviation of the time-averaged results for the 72 lipids
by +/72. As discussed in ref 32, this is a lower limit to the standard error.
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Figure5. Electron density as afunction of z position and peak-
to-peak spacing (Xun) for the four simulations. The experimental
range for Xy is 36.4—39.6 A3 (Nagle et al.%). The 95% confidence
intervals for the simulated peak positions are approximately
that of the phosphate positions, or less than =1 A (see discussion
in ref 32). Because the plotted densities are not symmetrized
with respect to the bilayer center, differences between the two
sides also yield a measure of uncertainty in the simulations.

headgroup and the peak-to-peak distance (Xuu) is often
used to infer the molecular length or changes in length
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Figure 6. Electron density, now symmetrized with respect to
the bilayer center, as a function of z position from the simulation
at A = 62.9 A?/lipid (solid line) and two interpretations of the
X-ray diffraction data® (dashed lines).

from the experimental data. As evident in Figure 5 and
consistent with a constant bilayer volume, peak spacing
increases as surface area decreases. Nagle and co-
workers® recently determined that Xy = 36.4—39.6 A
(the range is associated with differences in data analysis),
which brackets the simulated results at A =62.9 and 65.5
but does not bracket those at A = 59.3 and 68.1 (Figure
5). Between the headgroup peaks is a plateau region
(occupied primarily by methylene groups) and a trough
centered around zero arising from the lower electron
density of the terminal methyl groups. The trough at A
= 68.1 is wide compared to those at lower surface areas
and contains a local maximum at z = 0. This can be
explained in terms of decreased order leading to more
instances of chain upturn and interdigitation. The best
agreement of the experimental electron density profile
and simulation is found for A = 62.9; a comparison is
shown on Figure 6. The position of the headgroup peak
from the simulation lies between the experimental
estimates and the heights of the peak are also in excellent
agreement. This is significant because the headgroup
peak region is best resolved in the X-ray experiment. For
the width of both the methylene plateau and the methyl
trough, the simulation results are again midway between
the two treatments of the experimental data. Only in the
depth of the methyl trough is there a small discrepancy.

Figure 7 shows a snapshot from the trajectory A= 62.9.
Many of the qualitative structural features described in
this section, such as the combination of internal and overall
disorder and distributions of atomic groups, are visible in
this picture.

(e) Surface Tensions. Forour last result, we consider
the pressure tensor of the membrane, a quantity which
cannot be directly measured experimentally for such a
microscopic patch. Anisotropy in the pressure tensor, P,
leads to a surface tension, y, which is calculated from the
simulation by eq 4. Values of 26, 39, 34, and 35 dyn/cm/
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Figure 7. A slab from the 800 ps trajectory frame for A = 62.9 A/lipid. Atoms and atom groups are colored as follows: yellow,
chain terminal methyl; gray, chain methylene; red, carbonyl and ester oxygen; brown, glycerol carbon; green, phosphate; pink,
choline; dark blue, water oxygen; and light blue, water hydrogen. To increase the number of different lipids in the figure while
maintaining clarity, a diagonal was taken across three periodic cells and any lipid chain within a predetermined width was included
along with its headgroup; sufficient waters were included to duplicate the water/methylene density in the simulation.

7 =L x (P = 5Pu+ Py @

interface were calculated at A=59.3,62.9, 65.5,and 68.1,
respectively. On the basis of recent work (Feller and
Pastor, manuscript in preparation), we estimate a stan-
dard error in these surface tensions to be about £8 dyn/
cm. Thus, the calculated surface tensions are essentially
indistinguishable at the higher areas and only slightly
lower at A=59.3. These resultsimply that the free energy
surface for area fluctuations is relatively flat in this range
and are consistent with the recent simulations of Tieleman
and Berendsen.'® This is in contrast to our initial NPAH
simulations,3 where calculated surface tensions depended
more sensitively on the molecular area when the bilayer
was quickly expanded or contracted. The discrepancy is
due to including all Coulombic interactions through the
use of the Ewald summation, starting each simulation at
the prescribed surface area, increasing the run time by
an order of magnitude, and, possibly, maintaining a
constant temperature for the present simulations. The
present results agree with our NPAH studies®® and our
more recent NPAT simulations,®2° in that the surface
tension is not zero for DPPC when A is in the range of 63
Az?/lipid. We have argued that the surface tension obtained
from the small patch of membrane in the simulation may
differ significantly from that of a macroscopic sample due

(33) Feller, S. E.; Zhang, Y.; Pastor, R. W. J. Chem. Phys. 1995, 103,
10267.

to the confining effect of periodic boundary conditions.?
The values obtained from these simulations are consistent
with our estimates based on a combination of theory and
experimental moduli of bending and elasticity.34

4. Discussion

Comparison of the available structural information on
fully hydrated L, phase DPPC shows that of the four
molecular surface areas per lipid examined in this study,
A = 62.9 A2 most closely reproduces the deuterium and
tilt order parameters and the electron density profiles. It
is noteworthy that single experiments tended to be
consistent with several areas, so that the combination of
different experiments and simulations at different surface
areas were required. This estimate of the surface area is
the same as that proposed by Nagle and co-workers® from
a detailed analysis of their X-ray data.

Over the range of areas studied, the lipid volume was
essentially conserved; i.e., changes in area were compen-
sated by changes in membrane thickness. This fluid-like
character was also demonstrated by an area independence
of isomer populations for the dihedral angles in the middle
of the fatty acid chains.

The relative incompressibility of fluid phase lipid
bilayers has been exploited by various groups to derive
changes in the surface area from changes in the projected
length of the lipid (or part of a lipid) along the bilayer
normal. Denoting this projection | and assuming constant
volume, then I;A; = I,A,. Hence, measuring Al yields AA,
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and if A, is known, then A; can be determined absolutely.
The present set of simulations, where A is known precisely,
can be used to test the suitability of particular experi-
mental observables as measures of |. For example,
Mclntosh and Simon3* equated changes in Xyn with the
change in the hydrophobic thickness of the bilayer. To
test this assumption, we examine the product of X4 and
A from the simulations, which should be constant for their
technique towork. From Table 1, the rms deviationamong
the four calculated volumes is 0.8% of the average. Thus,
changes in Xy seem to be an excellent indicator of changes
in the molecular length. Asasecond example, we test the
validity of the following relation derived by Nagle! to
estimate A, from deuterium order parameter data,

1= 5~ Seo™™] x 127 A (5)

where Il is now the projected length of a CH,—CH; segment,
and ScpP'ateau js the average defined earlier. In practice,
the method also requires the volume of two methylene
groups, which have been estimated from experiment?® and
simulation,?” to be 55.2—57.4 A3. To test the method, we
calculate the volume of two methylene groups for each
simulation by multiplying the area per lipid (known
precisely) by | (obtained from Table 1 and eq 5). This

(34) Mcintosh, T. J.; Simon, S. A. Biochemistry 1986, 25, 4948.
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procedure yields volumes of 58.4, 57.1, 59.1, and 60.4 A3
in order of increasing surface area i.e., mostly out of the
range 55.2—57.4 A3, This discrepancy may be due to not
accounting for backtracking of the chains in the derivation
of eq 5, which would produce smaller estimates of | and,
hence, smaller values of the methylene volume. Interest-
ingly, the volume at A= 62.9 A?/lipid, 57.1 A3, is the lowest
of the four values and in best agreement with that
experimentally obtained.

In this paper, we have estimated A, by comparing
simulations at fixed surface areas with experimental data.
Our approach is similar to those described in the preceding
paragraph in the sense that a model is used to find a
value of Ag consistent with the experimental observations.
Aside from our model being more complex, there is the
fundamental difference that the simulation is not con-
strained to give the experimental values in any way. The
excellent agreement between the simulation at A = 62.9
A2 and the available experimental data lends further
support to this value and demonstrates the resolving power
of atomic level membrane simulations. The a priori
determination of Ao from simulation, i.e., locating its value
on the free energy surface, remains an elusive and
important goal.
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