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Abstract.  Molecular dynamics simulation of lipid bilayers is a rapidly developing field
driven by the need to obtain an atomic-level picture of membrane structure and dynamics.
As the discipline matures there will be many opportunities to extract information from
simulation results that can be utilized in the interpretation and design of laboratory experi-
ments.  This chapter provides an overview of the molecular dynamics method and dis-
cusses some simulation results that may be of interest to experimentalists.

9.1 Overview of Molecular Dynamics Simulation

During the past decade advances in computational hardware and simulation meth-
odologies have moved the field of molecular dynamics (MD) simulation at an
incredible pace.  There is no better example of this development than the MD
simulation of lipid membranes.  An early “membrane” simulation examined the
behavior of water molecules, between surfaces composed of lipids molecules
frozen in place, for a total of 8 picoseconds (ps) [1].  A pioneering work repre-
senting the membrane interior in atomic detail is the simulation of van der Ploeg
and Berendsen where a decanoate bilayer (without solvent) was followed for 80
ps [2].  Today, bilayer simulations describing both lipid and solvent in full atomic
detail are commonplace, with recent reports of trajectories of length 10 nanosec-
onds (ns) [3, 4].  While MD simulation in general has grown with advances in
processing power, the lipid simulation field has especially benefited because
membrane simulations typically include a large number of molecules in the sys-
tem.  Additionally, several algorithmic developments have increased the quality of
lipid simulations.  These include methods such as particle mesh Ewald (PME)
summation [5] for the accurate calculation of Coulombic intermolecular forces
between lipid headgroups and water, constant pressure ensembles that allow dy-
namic adjustment of membrane size and shape [6], and multiple time step algo-
rithms that promise order of magnitude increases in simulation length [7].

During this period of growth and development of the lipid simulation field, ex-
change of information between experimentalists and simulators was largely unidi-
rectional.  Simulators took experimental data, such as the deuterium order pa-
rameter profile obtained from NMR [8] and the electron density profile from x-ray
scattering [9], to assess the validity of the simulated structures.  Dynamical infor-
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mation, for example from NMR relaxation [10] and neutron scattering measure-
ments [11], served as a test of the time scales observed in the simulation.  More
recently the exchange of data has begun to occur in both directions and, although
the rates of exchange may yet be unequal, it is clear that the potential for collabo-
ration between experimentalists and simulators is great.

In the remainder of this section, a brief overview of the molecular dynamics
method will be presented with an emphasis on those aspects most relevant for the
simulation of fluid phase lipid bilayers.  For a more thorough discussion of MD
simulation in the reader is referred to reference [12] (for a general description) or
[13] which focuses on biomolecular simulation.  Reviews covering membrane
simulation specifically include the articles by Pastor [14], Tobias, et al. [15], Ja-
kobsson [16], and Berendsen [17].  In sections 9.2, an example of the use of
simulation in the refinement of experimental data from diffraction studies is re-
viewed [18].

9.1.1 Potential Energy Functions

The energy function, U, is central to the method of molecular dynamics simula-
tion.  All interactions, both intramolecular and intermolecular must be faithfully
represented by an empirical function of the atomic coordinates.  In principle U
may take on any form, however, as a practical matter it should be differentiable
(to analytically determine forces) and must contain a sufficient number of pa-
rameters to accurately describe the potential energy surface without having more
parameters than can be reasonably estimated.  Popular programs for biomolecular
simulation such as CHARMM [19], AMBER [20], and GROMOS [21] typically
contain intramolecular terms for bond lengths, bond angles, and torsion angles,
and intermolecular terms representing Coulombic and dispersion interactions.  In
the following a brief description of the energy function used within CHARMM is
given, the format of the specific force field employed in a simulation is usually
given (or should be given) within the methods sections of an article.  For a more
complete description of phospholipid parameter set development, the reader is
referred to reference [22].

The bond energy is represented by a harmonic function of the difference be-
tween instantaneous and equilibrium bond length
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Notice that in CHARMM a nonstandard definition of the force constant is used to
eliminate multiplications, such subtle differences often make direct comparison of
force-field parameters difficult.  Values for l0 and kb are typically fit to reproduce
equilibrium geometries and vibrational frequencies of simple model compounds.
For example, parameters for the alkyl chains in the lipid bilayer might be deter-
mined by fitting the parameters to the experimental geometry and frequencies for
butane.  From an MD simulation one can calculate the potential of mean force,
W(l) = -kT ln[P(l)], where P(l) is the probability distribution for bond lengths.
The potential of mean force (a product of the simulation) can be compared with
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the potential energy function (input to the simulation) to determine the effect of
neighboring atoms on the bond length distribution.  This quantity has been calcu-
lated for the both length of carbons at the center of the fatty acid chains of DPPC
and in Figure 1 is compared it to the “bare potential” U(l) that was used in the
simulation.  Figure 1 shows (not surprisingly) that the shape of the potential en-
ergy function largely determines the bond length distribution.  In other words, the
bond length takes on approximately the same values expected of an isolated har-
monic oscillator with these potential energy parameters.

Fig. 9.1. Potential of mean force, W (dashed), and bare potential, U (solid), for the length
of the C7-C8 bond.

The bond angle energy, also typically represented by a quadratic function, de-
pends on the difference between the instantaneous and equilibrium values of the
bond angle.
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As with the bond length, parameters for the bond angles are fit to reproduce equi-
librium geometries and vibrational frequencies.  Within the CHARMM potential
energy function an additional function, the Urey-Bradley term,
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is included to obtain a satisfactory description of the vibrational modes.  This
contribution is a quadratic function of the distance between atoms separated by
two chemical bonds; thus it depends on the two bond lengths and the bond angle
between the atoms.  Calculation of the C7-C8-C9 bond angle shows that, as with
the bond length, the potential of mean force is largely determined by the bare
potential.  The difference between W and U is also similar for bond lengths and
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bond angles, in both cases the neighboring atoms tend to restrict the motion of the
atoms compared to the values predicted for the isolated oscillators.

One of the most critical components of the potential energy function for chain
molecules such as lipids is the torsional potential.  Early simulations of butane
[23] used a two term Fourier series in the dihedral angle, φ

( )[ ]∑ +−=
dihedrals

nkU 1cos)( 0φφφ φ (9.4)

Two terms, one with n=1 and a second with n=3 (both with φ0=0), are sufficient to
produce a torsional potential energy surface, typical of alkanes, with two local
minima corresponding to the gauche conformations and a global minimum at the
trans position.  Appropriate choices of φ0 and n can similarly produce energy
surfaces for rotation around double bonds, however, the barriers to rotation are
typically too large to be sampled in an MD simulation making energy differences
between conformers less important.  In addition to the bare torsional potential (Eq.
9.4) the potential energy surface is also influenced by Coulombic and dispersion
interactions between atoms separated by three or more chemical bonds.  These “1-
4” interactions are omitted or scaled from their full strength in many parameters
sets but are not modified in the CHARMM lipid parameter set [22].  The dihedral
parameters are generally fit to reproduce conformational energy differences, e.g.
between gauche and trans, and rotational barrier heights.  These energies are ob-
tained from a combination of experimental data and ab initio quantum mechanical
calculations.  Figure 9.2 gives the potential of mean force for rotation about the
central dihedral of the palmitic acid chain of DPPC using the current CHARMM
potential function.  This parameterization includes 4 cosine terms fit to high level
ab initio results [24].  The bare torsional potential (Eq. 9.4) is included in figure
9.2 for comparison along with the complete butane potential energy surface.
From the figure it is clear that the 1-4 interactions contribute significantly to the
potential energy surface and that parameterizations that neglect these interactions
will, by necessity, employ a very different bare torsional potential energy func-
tion.  From the butane energy surface the difference between trans and gauche
states is 0.63 kcal/mol, and from the DPPC distribution a gauche fraction of 23%
is obtained.  Both are in good agreement with experimental estimates from IR
spectroscopy [25, 26].

The remaining terms in the potential energy function describe inter-molecular
forces.  The dispersion or van der Waals interaction is modeled using the Len-
nard-Jones 6-12 potential

   ∑ ∑
< 





















−










=

i ij ij

ij

ij

ij
ij rr

U

612
σσ

ε (9.5)

where ε is a measure of the attraction between atoms and σ is determined by the
sizes of the atoms.  The double summation in Eq. 9.5 is formally over all inter-
molecular pairs and over all intramolecular pairs separated by more than two
chemical bonds.  In practice, however, the summation is truncated so as to include
only atom pairs separated by a distance less than the cutoff radius, rc.  The short-
range nature (r-6) of these interactions allows cutoff radii in the range of 8-14 Å to
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be employed with relatively small errors introduced into the forces.  To further
reduce these errors termination functions are often used that smoothly bring the
interaction to zero over the outermost 1-2 Å of the cutoff sphere, removing dis-
continuities in the potential.  Energies and pressures can be corrected for the ne-
glect of long-range van der Waals attraction [12] using a continuum approxima-
tion for the region outside rc, however, these are rarely applied in membrane
simulations because the anisotropic structure makes the use of these methods
awkward.  Lennard-Jones interactions are typically refined by carrying out con-
densed phase simulations and adjusting the parameters to reproduce experimental
densities and heats of vaporization.  Many lipid parameter sets have used experi-
mental data from crystal structures of lipids (or lipid fragments) in developing
these parameters, as well as liquid state properties of neat alkanes [27].

Fig. 9.2. Potential of mean force, W (long-dash), and bare potential, U (solid), for the C7-
C8-C9-C10 dihedral angle.  The short dashed line gives the potential energy surface for
butane.

The final term in the CHARMM energy function accounts for Coulombic in-
teractions between non-bonded atoms,
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Where q is the partial charge assigned to each atom.  This term is crucial for a
successful description of lipid bilayer structure because of the strong headgroup-
headgroup, headgroup-solvent, and solvent-solvent interactions, all of which
contain a large electrostatic component.  Assignment of atomic partial charges is
often based on ab initio calculations, however, some groups have found it neces-
sary to scale the charges up [28] or down [29] to obtain stable bilayer simulations.
In addition to experimental dipole moments and aqueous heats of solvation, the
CHARMM force field charges are also determined by ab initio calculations, but in
a very different manner.  Complexes formed from small model compounds, e.g.
tetramethylammonium, and water were studied quantum mechanically to deter-
mine the intermolecular potential energy surface.  The charges were subsequently
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adjusted to fit the empirical energy surface to the quantum mechanical result.
This approach emphasizes the importance of lipid-solvent interactions in the pa-
rameterization.  Simulations of the alkane/water interface tested the hydrophobic
interaction between water and the hydrocarbon core of the membrane.  These
simulations allow direct evaluation of the surface tension and provide an espe-
cially sensitive test of inter-molecular potentials.  Simulations of water/octane and
water/1-octene using the CHARMM force field produced surface tensions in good
agreement with experiment and were able to reproduce the surface tension lower-
ing due to unsaturation [30].

The evaluation of Coulombic interactions is an important methodological issue
in membrane simulation.  In the periodically replicated simulation cell generally
used for bilayer simulations, the double summation in Eq. 9.6 formally includes
all atoms and their periodic images (an infinite sum).  In contrast to the Lennard-
Jones potential with its rapid r-6 convergence, truncation of the r-1 electrostatic
potential can lead to severe artifacts in an MD simulation.  The most common
effect is increased structure induced by force truncation, e.g. the decay length for
orientational ordering of water at the DPPC membrane interface increased 50%
when spherical truncation at rc = 12 Å was used [31].  Many techniques have been
developed to minimize the errors using termination functions [32], while others
have employed algorithms that modify the interaction pair list.  For example, the
intermolecular interactions can be evaluated based on distance between molecules,
rather than atoms, to insure that forces are calculated between electrically neutral
groups.  Membrane simulations have also been designed such that hydrocarbon-
hydrocarbon interactions are truncated at relatively short distances (~9 Å) while
headgroup-water interactions were calculated over a much longer range (20 Å).
The most reliable approach, however, appears to be the use of Ewald summation
techniques.  The Ewald method breaks the summation in Eq. 9.6 down into two
summations, a short ranged term that is summed in real space to rc ~10 Å and a
second term that is calculated in reciprocal space (taking advantage of the periodic
nature of the system).  The high accuracy of the Ewald summation comes with a
large computational expense that scales approximately as N2 (making it costly for
large systems such as hydrated bilayer membranes).  An improved algorithm, the
Particle Mesh Ewald (PME) method [5], relies on fast Fourier transform methods
to determine the reciprocal space summation and is sufficiently fast for use in
bilayer simulations.

9.1.2 Equations of Motion

The most conceptually simple algorithm for molecular dynamics simulation
maintains constant particle number (N), volume (V), and energy (E), and involves
numerical solution of the Newtonian equations of motion for each atom in the
system
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where m and Fx are the mass and x component of force, respectively.  Equivalent
expressions for y and z are also included for each of the N atoms.  Starting from
an initial set of coordinates and velocities, the forces on each atom are calculated
from the derivatives of the potential energy function described in section 9.1.1.
Equation 9.7 cannot be solved analytically but is relatively simple to solve nu-
merically (at least as compared to typical coupled and nonlinear differential equa-
tions encountered in physics and chemistry).  A particularly simple algorithm for
solving the equations of motion is the Verlet algorithm [33]

( ) ( ) ( ) ( ) 22 t
m

tF
ttxtxttx x ∆+∆−−=∆+ (9.8)

which gives the position of each atom based on the current position and force
along with the previous position.  The Verlet algorithm is derived from Taylor’s
series expansions about x(t)
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adding Eqs. 9.9 and 9.10 substituting Eq. 9.7 for the acceleration gives the Verlet
equation for position.  Notice that the velocities ( ))()( txtvx �=  are not needed to
calculate the trajectory.  They are used, however, for the calculation of kinetic
energy and pressure and can be determined within the Verlet scheme by subtract-
ing Eq. 9.9 from 9.10
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There are several variations on the basic Verlet algorithm; examples are “leap-
frog Verlet” and “velocity Verlet”.  All generate identical trajectories in the mi-
crocanonical (NVE) ensemble, but differ in the definition of the velocities.  The
definition of velocity becomes important when implementing algorithms for mo-
lecular dynamics in the canonical (NVT) or isothermal-isobaric (NPT) ensembles.
These methods, which have recently gained widespread use in the simulation of
bilayer systems, modify the equations of motion given by Eq. (9.7) to maintain the
temperature and/or pressure at a fixed value.  Many groups have adopted the “ex-
tended system” formalism, originally due to Andersen [34], for constant pressure
MD.  An additional degree of freedom is added to the simulation, corresponding
to the volume of the cell, with the force acting on this added degree of freedom
determined by the difference between instantaneous and applied (target) pres-
sures.  For a cubic simulation cell, the equations of motion become
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where W is the “mass” parameter for the extra degree of freedom (this degree of
freedom is often referred to as the piston).  The value of the mass does not influ-
ence equilibrium properties but does affect the rate at which the system responds
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to the pressure imbalance.  As a practical mater the mass must be sufficiently
small that the system can respond on the MD time scale, however, very small
masses may lead to unphysical oscillations with frequency proportional to W-½.
Extensions to Andersen’s method have been described allowing the use of noncu-
bic simulation cells [35], the addition of a constant temperature degree of freedom
[36], and the control of oscillations by means of a Langevin equation [37].

The application of constant pressure MD to lipid bilayers is complicated by the
anisotropic nature of the system.  In contrast to a simulation of pure water or a
neat alkane where only the size of the cell need vary, the dimension in the direc-
tions lateral and normal to the membrane must change independently due to the
large differences in compressibility.  Additionally, it is unclear what the value of
the applied pressure tensor should be for patch of membrane having nanometer
dimension as there are no experiments probing this quantity [38].  The difference
between lateral and normal components of the pressure tensor is proportional to
the surface tension, γ, at the interface [6].  Arguments have been given for a range
of γ values that should be used in bilayer simulation.  From considering macro-
scopic membrane thermodynamics, it has been suggested that bilayer surface
tension must be zero because the system is at its free energy minimum with re-
spect to surface area [39, 40].  Others have argued that the surface tension of
monolayer films at corresponding surface areas should be used [41], however this
approach is complicated by the existence of the fatty acid/air interface.  Additional
factors, related to the confining effect that periodic boundary conditions have on
membrane dynamics, were ignored in these analyses and recent calculations [42-
44] have shown that an additional nonzero surface tension is required when car-
rying out simulations of small systems.

9.1.3 Summary

In concluding this outline of the molecular dynamics method we wish to em-
phasize that there are many issues to be considered when planning an MD simula-
tion (or when evaluating the validity of simulation results).  Several have been
discussed here: potential energy function and its parameterization, numerical
integration method and length of time step, treatment of long-range electrostatic
forces, and choice of statistical mechanical ensemble.  An ever present concern is
the length of the simulation [45], e.g. were the properties of interest sufficiently
sampled that the results are statistically significant?  Another issue is the size of
the simulation cell.  To date the number of molecules included in the simulation
has been determined by hardware limitations and has been in the range of 10,000-
20,000 atoms, however, further research may show that the small length scales
inherent in these simulations are not sufficient for some problems.

Many of these issues will become even more critical as simulations of complex
model membranes are attempted.  For example, simulations of pure lipid mem-
branes benefit from the increased precision available by averaging over the prop-
erties of many (50-100) indistinguishable molecules.  A simulation of a single ion
channel in a membrane, however, may need to be followed for a length 50-100
times greater to obtain equivalent statistics.  Additionally, systems with low sol-
ute/lipid ratios may require many lipid molecules to faithfully reproduce the mac-
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roscopic conditions.  The recent history of hardware and algorithmic advances,
along with the rapid growth of parallel computing, suggest these problems will be
addressed early in the coming decade.

9.2 Determination of Lipid Component Volumes

Subtle experimental techniques are available to determine the molecular volumes
of phospholipids, with a precision of a few Å3 [46-48].  In the next subsection the
determination of the volume of arbitrarily defined fragments of the phospholipid
molecule from molecular dynamics simulations is described.  The application of
this method to saturated and unsaturated phosphatidylcholines is demonstrated in
9.2.2, and in 9.2.3 we show how this data may be used in “liquid crystallography”
methods for the interpretation of x-ray and neutron diffraction experiments.

       CH3                   O
                                                   |                        |

             CHOL CH3-N-CH2-CH2- O-P=O     PHOS
                                                   |                        |
                                                CH3                    O H2O      WAT
                                                                           |
                                                          CH2-CH-CH2          GLY
                                                           |       |
                                                          O     O
                                                           |       |                  CARB
                                                    O=C      C=O
                                                           |       |
                                                    (CH2)15 (CH2)15            CH2

                                                           |       |
                                                         CH3  CH3                CH3

Fig. 9.3. Definition of molecular fragments used in the present analysis.

9.2.1 Method of Calculation

We describe briefly here the algorithm used to extract information on the volume
of lipid fragments from an MD simulation, for a more thorough discussion the
reader is referred to references [18, 48].  The lipid molecule is first parsed into
arbitrarily defined fragments.  Figure 9.3 gives the fragment definitions for DPPC
used here.  This particular partitioning scheme is motivated by the fragment defi-
nitions of Wiener and White in their series of papers describing the structure of a
dioleoylphosphtidylcholine (DOPC) bilayer [49, and references therein]. Next, the
time-averaged transbilayer distribution of the fragments is obtained from the MD
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simulation trajectory. This distribution is plotted in figure 9.4 for fluid phase
DPPC.  The central idea behind the method is that slabs of equal cross sectional
area A and equal thickness ∆z must have identical slab volume, Vs, equal to
A×∆z.  This slab volume must be filled by the sum of the volumes occupied by
each fragment.
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This equation must be satisfied for each of the slabs in the simulation cell, thus
Eq. 9.13 is actually a set of coupled linear equations (the unknowns are the {Vi}).
Dividing the simulation cell into a large number of slabs insures that the solution
is overdetermined and the optimal set of Vi is found by minimizing
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The principal assumption within this method is that the volumes are independ-
ent of location within the membrane, e.g., the volume of methylenes near the
headgroup is equal to the volume near the bilayer center and the volume of water
molecules hydrating the headgroups are the same as bulk water.  In principle, MD
simulations should be able to test this assumption and work continues in this labo-
ratory in that area.  To date, we have carried out volume fits that included only
certain regions of the DPPC simulation cell, but were unable to find statistically
significant changes in water or methylene volume.  Longer simulations, however,
may be able to detect small changes in component volumes.

Fig. 9.4. Electron density as a function of position along the bilayer normal.  The ni(z) were
obtained from the electron density due to each group by the number of electrons per group.
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9.2.2 Phosphatidylcholine Fragment Volumes

We have used the method outlined above to calculate fragment volumes from
bilayer simulations of fully hydrated DPPC [50] and DOPC at low hydration [30].
Both simulations were broken into 100 ps blocks, the time-averaged density pro-
files obtained for each block, and the optimal fragment volumes determined from
minimization of equation 9.14.  Table 9.1 lists the average component volumes
from each simulation.

The small, but statistically significant differences, between DPPC and DOPC
methyl and water fragments can be attributed to the ~25°C temperature difference
between the simulations (simulations of bulk water and hexadecane carried out
over this temperature range confirmed the observed temperature dependence).
Additional statistically significant differences were found for headgroup volumes,
but this discrepancy may be an artifact of the fitting procedure caused by some
pairs of groups lying mostly parallel to the plane of the membrane, e.g. phosphate
and choline.  If the density of the two groups is located largely in the same region
along z, the volume of the slab can be assigned to either group giving essentially
the same quality fit.  Both combinations, VPHOS +VCHOL and VGLY + 2VCARB, were
computed from each simulation and in these quantities no statistically significant
differences were observed.  This demonstrates, however, that individual head-
group fragments volumes are the least well resolved quantity in the present analy-
sis.  In order to obtain headgroup volumes with greater confidence, additional
simulations differing in their fatty acid composition and hydration level were also
analyzed.  Average component volumes from all simulations are given in the last
line of Table 9.1.

The set of average component volumes obtained from simulation can be com-
pared against experimental data for molecular volume and headgroup volume.
Adding component volumes for DPPC and DOPC gives 1212 and 1302 Å3, in
excellent agreement with their respective experimental values of 1232 [46] and
1295 [48].  The headgroup volume calculated from the simulation data is 321 Å3,
also in excellent agreement with experimental estimates of 319 [51] and 325 Å3

[52].

Table 9.1. Volumes of lipid fragments.  All values are given in Å3.  The average values are
taken from reference [18] and include simulations of other lipids and other hydration lev-
els.

CH3 CH2 C=C CARB GLY PHOS CHOL H2O
DPPC 53.6 28.0 N/A 44.1 63.6 65.6 108.6 30.4
DOPC 52.8 28.1 45.9 37.4 81.6 51.1 129.7 29.5
Ave. 52.7 28.1 45.0 39.0 68.8 53.7 120.4 30.3

9.2.3 Interpretation of Diffraction Data

We have used the component volumes derived here to extend the “liquid crystal-
lography” methods developed by Wiener and White [49] for structure determina-
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tion of fluid bilayers.  They have used the average transbilayer distribution of
molecular fragments to describe the structure of a DOPC bilayer using a combi-
nation of x-ray and neutron diffraction data.  These diffraction studies used a
joint-refinement procedure that obtains a best fit for the positions (Zi) and widths
(Ai) of Gaussian distributions representing the location of molecular fragments
along the bilayer normal.  These structural parameters are fit simultaneously to the
x-ray and neutron scattering data to minimize the joint crystallographic R-factor
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where the Fj are the structure factors (* denotes the experimental values) and h is
the diffraction order.

The Gaussian distribution functions describing the bilayer structure give num-
ber density distributions similar to that obtained from the MD simulation, the
difference being that no functional form is assumed in MD.  Given a set of frag-
ment volumes such as we have obtained from simulation and a number density
distribution from diffraction refinement, it is straightforward to calculate the vol-
ume of fragments occupying arbitrarily defined slabs along the bilayer normal.  In
principle, each slab should have the identical volume (the product of the cross-
sectional area and the slab thickness).  We used this principle to include a con-
straint in the joint-refinement procedure of Wiener and White by adding a third
term
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where Vs is the slab volume, Vi is the fragment volume, the ni are determined from
the Gaussian distributions being refined, and the brackets denote an averaging
over all slabs.

The number of structural parameters (Zi and Αi’s) determined in the joint-
refinement is limited by the number of observed diffraction orders.  At low hy-
dration, Wiener and White were able to observe 8 orders from both x-ray and
neutron diffraction.  At full hydration it is difficult to obtain more than approxi-
mately 4 orders because of thermal fluctuations [9], making their method inappli-
cable to the study of the fully hydrated systems considered more representative of
biological membranes.  The addition of volumetric information has the effect of
increasing the number of “experimental” data points and allows improved accu-
racy in the structure determination, in addition it allows solutions where fewer
diffraction orders are observed as in the case of the more fully hydrated mem-
brane systems.

In their joint-refinement of the structure of DOPC, Wiener and White kept the
distribution of CH3, C=C, and H2O groups fixed at values they determined inde-
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pendently in separate experiments.  The positions and widths of the Gaussians
representing carbonyl, glycerol, phosphate, and choline groups were free parame-
ters as well as the number (Ni), position, and width of three distributions repre-
senting the methylene groups, for a total of 17 parameters.  Using the relation that
the sum of the methylene Ni must be 28, the number of parameters is reduced to
16.  Combining their diffraction data with the present volumetric constraints, we
have carried out structure refinements for DOPC using the diffraction data of
Wiener and White and the average fragment volumes given in Table 9.1. The
parameter values obtained are presented in Table 9.2 along with a set of their
original results for comparison. The results presented here are based on the fits
that converged to lower R values than each of the “self-R” values that measure the
uncertainty in the experimental data [49].  The results from the two different pro-
cedures are in excellent agreement.  Surprisingly, although the present method
includes additional restraints, better fit to the x-ray and neutron data was obtained
than in the original work.  Additionally, the fraction of refinements that were
successful increased upon addition of the volume restraint.

As mentioned previously, the number of available data points fixes the number
of structural parameters that can be determined in the refinement.  In addition to
minimizing the difference between the 16 calculated and measured structure fac-
tors, 8 additional pieces of data have been included via the fragment volumes used
to calculate Rvolume.  These additional data allow more complex models of the lipid
bilayer to be investigated, e.g., by allowing fragments with positions fixed in the
analysis of Wiener and White to vary as additional parameters.  For the terminal
methyl we investigated one and two Gaussian representations, having complete
freedom in both Z and A, and found there was no significant improvement from
the two function model.  Every refinement trial using two Gaussians ended with
both methyl groups (representing the individual monolayers) at the same posi-
tionin the center of the membrane.  The water density was represented by two
Gaussian

Table 9.2.  Joint refinement results for the structure of DOPC.  Positions (Z) and halfwidths
(A) are given in units of Å.  The number of methylenes represented by each Gaussian (N)
are related by N1 + N2 + N3 = 28.  Asterisks denotes parameters that were fixed during the
refinement procedure (their values were determined independently by specific labeling
studies).  P is the number of free parameters in the model.

16 P ref [49] 20 P

Group Z A N Z A N Z A N

CH3 0.00* 2.95* 0.00* 2.95* 0.00 3.00

CH2(1) 3.70 1.61 1.04 2.95 2.84 3.67 3.69 1.62 0.99

CH2(2) 6.29 5.44 13.49 6.09 3.88 7.18 6.38 5.33 14.19

CH2(3) 13.57 4.71 13.47 12.76 5.19 17.15 13.66 4.61 12.82

C=C 7.88* 4.29* 7.88* 4.29* 8.35 4.52

CARB 15.94 2.72 15.99 2.77 15.99 2.71

GLY 18.82 2.27 18.67 2.46 18.89 2.25

PHOS 20.13 3.09 20.15 3.09 20.16 3.04

CHOL 21.98 3.45 21.86 3.48 21.88 3.55

H2O 22.51* 4.63* 22.51* 4.63* 24.55 5.49
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RX-ray 0.012 0.022 0.013

RNeutron 0.051 0.062 0.042

RVolume 0.047 N/A 0.046

distributions fixed at Z=±22.51 Å in the joint refinement of Wiener and White.
After allowing both the position and halfwidth of the water distribution to be free
parameters, we again compared two Gaussian representations against single func-
tions centered at Z=d/2 (where d = the length of the unit cell).  While both water
distributions stayed near their respective initial conditions, the remaining fragment
distributions moved from the initial conditions and under both protocols con-
verged to similar final results.  As the Rtotal obtained with a single water function
centered at d/2 was lower than that obtained with a two Gaussian representation,
and because the single distribution requires the determination of one less parame-
ter, we adopted a single Gaussian representation for subsequent modeling.

The additional degrees of freedom available in the refinement can also be used
to increase the number of Gaussian functions representing the methylene density.
Our tests showed no advantage upon addition of a fourth Gaussian to describe the
methylene region with the present data set; thus we employed the 3 Gaussian
model proposed by Wiener and White for all subsequent analysis.  It should be
noted that in testing various representations for the methylene density, models
using only two Gaussians obtained nearly the same levels of R as the three and
four Gaussian representations.  This suggests it may be possible to determine the
structure of membranes where less experimental data is available by simplifying
the methylene representation.
After examining a number of models to describe the transbilayer distribution of
molecular fragments, we chose a 20 parameter model that assumes the methyl
density to be centered around z=0, the water density to be centered around d/2,
and the methylene density to be represented by the sum of 3 Gaussian distribu-
tions.  The resulting structure is shown graphically in Figure 9.5 (parameter values
are listed in the rightmost columns of Table 9.2) along with the original results of
Wiener and White.  Values obtained via refinement for the methyl and C=C
widths are in good agreement with those assumed by Wiener and White (which
were fixed rather than free parameters), although the C=C position is found 0.47
Å closer to the headgroup in the present analysis.  The double bond, with its re-
duced number of hydrogens, scatters neutrons more strongly than methylene seg-
ments and the experimentally determined neutron scattering density has a small
peak at ~8.3 Å, consistent with the present determination of ZC=C = 8.35 Å.  The fit
of the model to the x-ray and neutron diffraction results is as good or better with
volumetric data even though this technique imposes additional constraints on the
fitting procedure(some of the improvement, however, may be from the increased
flexibility allowed by a 20 parameter model).  A notable result from the present
refinement is that 84% of the refinements were successful (the remainder did not
meet the Rneutron criteria), compared with an ~10% success rate reported by Wiener
and White and the ~50% we observed in our first trials.  The most significant
difference between the structures depicted in Figure 9.5 is the location of the dou-
ble bond, but this discrepancy is still less than 1 Å and, as mentioned previously,
is supported by the small peak in the neutron scattering profile at ~8.3 Å.

While in the present work we have used equal weights for the x-ray, neutron,
and volume data, this should ultimately be determined by an analysis of the esti-
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mated relative error in the three data sets.  The existence of the volume data also
allows refinements of the original 16 parameter model of Wiener and White by
combining the volumetric data with the x-ray and neutron data sets individually.

Fig. 9.5. Structure of DOPC.  The dashed lines show the results of Wiener and White based
on their diffraction data, and the solid lines display the present results using a combination
of diffraction and volumetric data.

An interesting observation from these calculations is that the neutron data seem
much more compatible with the volumetric information than the x-ray data, with
the neutron+volume calculation obtaining an Rvolume value that is less than 1/5 that
of the x-ray+volume refinement.

9.3 Summary

As outlined in the present review, the synthesis of information obtained from
laboratory experiments and computational studies has tremendous potential in the
study of bilayer membranes. By application of atomic-level molecular dynamics
simulations the volumes of submolecular lipid fragments and its position within
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the lipid bilayer were obtained directly, where in the past, volume and positional
estimates at this level of detail came only indirectly from interpretation of experi-
mental data.
The method improved the accuracy in the structure determination and offers the
ability to allow also the structural refinement of fully hydrated membrane sys-
tems, not applicable with current experimental data. In addition longer simulations
offer the opportunity to reduce the error bars associated with the present results.
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