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ABSTRACT

STUDY OF NEUTRON UNBOUND STATES USING THE
MODULAR NEUTRON ARRAY (MoNA)

By

William Alexander Peters

The Modular Neutron Array (MoNA) at MSU NSCL, was conceived and built

by a collaboration of primarily undergraduate schools, to perform neutron coincident

experiments studying nuclear structure. The purpose, goals, setup, and results of the

commissioning of MoNA utilizing the Sweeper magnet and its detectors to identify the

charged particle residues in coincidence with the neutrons in MoNA are introduced.

Calibration techniques are detailed along with analysis procedures. The first test

experiments are presented and analyzed.

A measurement of the system resolution is made by comparing data from the one-

proton knockout of 8Li to the known unbound resonance of 7He to detailed simulation

of the MoNA/Sweeper setup (using a new Monte Carlo code, simple track). The

accuracy of the resolutions determined by calibration tests are confirmed by the final

agreement with a 7He resonance at 0.425 ± 0.02 MeV and a width of 0.18 ± 0.04 MeV.

The absolute efficiency of the MoNA detector setup is determined from a Coulomb

breakup experiment of 11Be. This reaction is chosen because the decay energy and

the cross section can be calculated through both the virtual photon method and

the continuum discretized coupled channels method. The data agree very well with

the calculated decay curves and the total system efficiency is determined. MoNA’s

absolute efficiency is deduced to be 73 ± 6% for 90 MeV neutrons. This is above the

original design goal and agrees with MoNA geant simulations.

The first two physics experiments for the MoNA/Sweeper system are presented.



The first is a measurement of the one-neutron knockout cross section from 10Be to the

ground state of 9Be. Because 9Be has no bound excited states the observance of 9Be

in the Sweeper focal place detectors uniquely determines the reaction channel. The

reduction factor the 0p3/2 single particle spectroscopic factor in 10Be is determined

to be 0.66 ± 0.07. The results are compared to other spectroscopic factors near the

same ∆S (neutron minus proton separation energies).

The second experiment concerns the population of different paired-neutron wave

functions in the ground state of 12Be ((1s1/2)
2, (0p1/2)

2 and, (0d5/2)
2). The relative

cross section to the different single particle states in 11Be can be used to determine

relative admixture abundance of the corresponding neutron-pair wave function in 12Be

above a 10Be core. The relative cross section to the unbound 5/2+ in 11Be is measured

by a neutron knockout reaction using MoNA. The decay energy curve for the current

study confirms the reported results of the previous measurements. Differences in the

decay energy spectrum with previous measurements concerning the cross section to

populate the 10Be 2+ state are noted and likely due to limited efficiencies at forward

angels for the previous work.

Finally, a discussion of MoNA’s capabilities is presented and experiments com-

pleted to date are summarized. Plans for the future of MoNA are also introduced.

MoNA analysis and calibration guides are included in the appendices.



My efforts are inspired by my friends, family, and my dear wife Nicole.
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Chapter 1

Introduction

1.1 Magic Numbers and the Shell Model

Much effort is put toward studying the evolution of “magic” numbers in atomic

nuclei, especially in the neutron-rich region. Characteristics of magic nuclei include a

sharp decrease in the nucleon separation energy when one or two neutrons or protons

are added to a magic number nucleus [1, 2]. These discontinuities in the separation

energy are a consequence of gaps in the binding energy between shell levels at a

magic number of protons or neutrons for the next nucleon. Magic nuclei with an even

number of both protons and neutrons have a much higher first excited state (2+)

than non-magic nuclei. The transition probability to this first excited state is much

lower in neighboring even–even nuclei due to the lack of collectivity since strongly

bound ground states are highly spherical and take a lot of energy to excite (to the

2+ excited state).

Quantum mechanical approaches developed to account for these magic numbers

reproduce the proper gaps in binding energy for these particular numbers of nucleons

by using a Woods-Saxon potential

VWS(r) =
−Vo

1 + e(r−R)/α
− Vls (1.1)
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with an additional spin-orbit coupling term (Vls). The spin-orbit coupling lowers the

potential energy of l + s, where l is the orbital angular momentum quantum number

and s is the spin of the nucleon (always 1/2 for fermions). The effect is opposite

for l - s states. Figure 1.1 displays the results of Equation 1.1 (from Reference [3]).

The vertical scale represents relative binding energy. The quantum number l for the

orbital angular momentum for a harmonic oscillator is coupled to the spin (1/2) of

the nucleon to create the nuclear shell levels. In some cases this effect is so large as to

create a new magic number for one shell, like between 20 and 28 for the 1f7/2 shell.

These shell levels are populated by up to (2j+1) nucleons, where j is the total angular

momentum quantum number (j = l ± s). The values on the right of Figure 1.1 are

the maximum number of protons or neutrons each shell level can hold, and the total

number, illustrating the magic numbers. This nuclear model is called the spherical

shell model and reproduces the nuclear structure of nucleons near stability [3, 4].

1.2 Neutron Rich Nuclei

The shell model reproduces many of the observed qualities of nuclear structure (par-

ticularly shell level populations) but requires adaptation for nuclei not near the region

of stability. Figure 1.2 is a chart of the nuclides and shows the full known and unknown

landscape of nuclei (stable nuclei are displayed as black squares). The red dashed lines

mark the magic numbers for protons and neutrons. Close to the drip lines (the limit of

binding energy where no more protons or neutrons can be bound within a nucleus by

the nuclear potential), some of these magic numbers no longer indicate stronger bind-

ing energies; shell gaps disappear and new ones appear. Sometimes a specific number

of protons can bind many more neutrons than the neighboring element. Fluorine (Z

= 9), for example, is bound to at least N = 22 while oxygen is only bound until N =

16 [5] . Furthermore, phenomenon like neutron and proton halo nuclei are found to

exhibit strange properties that cannot be modeled by nucleons in a simple potential
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well. Studying the evolution of these shell levels constrains theoretical explanations

and predictions. The level structure of neutron-rich nuclei can change dramatically

from one nucleus to the next due to interactions that are not observed near the valley

of stability because of the different proton and neutron configurations of rare nuclei.

Discoveries like these drive current efforts of nuclear structure experimentation and

shell model theory [6] and the undiscovered region of the chart of the nuclides in Fig-

ure 1.2 is mostly neutron rich where neutron detectors are likely to play an important

role in their study.

1.2.1 Neutron Unbound States

Some of the most important nuclear structure quantities include the nuclear popula-

tions within shell levels and the level structure (binding order of shell level within the

nucleus) for nuclei far from stability. Near the neutron drip line, methods for studying

energy levels are limited to neutron-spectroscopy experiments. Figure 1.3 illustrates

the extent of nuclei where other methods would not be sufficient to record the energy

levels of these nuclei. Nuclei whose excited states are unbound cannot be studied by

using γ-ray detectors. This covers a large number of nuclear states near the drip line

that require neutron spectroscopy to study [7]. In addition, nuclei that are at the drip

line cannot be populated by β-decay experiments that require a (N+1,Z-1) feeder

nucleus.

Neutron spectroscopy involves detecting neutrons from an unbound resonance that

are forward focused from fast beams, greater than 10 MeV per nucleon (MeV/u),

about zero degrees in coincidence with the residual nucleus.

1.3 Neutron Detection Tools

Neutron detectors for energies between 10 and 100 MeV are generally made of an

organic scintillating material. A volume of scintillating material is coupled to one or
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Figure 1.1: Level diagram using a Woods-Saxon potential for nuclei and coupling spin-
orbit interactions leads to groupings and gaps corresponding to the experimentally
known “magic numbers” (from Reference [3]). The numbers in brackets on the right
side refer to the number to fill each shell level and the total number to that point.
The notation for shell levels in this figure starts at 1s1/2 while the prevailing current

notation (and used within this thesis) starts at 0s1/2.
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Figure 1.2: Chart of the nuclides, the full nuclear landscape as proton number (Z)
versus neutron number (N). Regions that are yet undiscovered, but predicted to exist,
are shown in green. The magic numbers are marked by dashed red lines.

more photo-multiplying tubes (PMT) to convert the light response from an interacted

neutron to time and amplitude signals. The time-of-flight (ToF) of the reactions

relative to a target timing detector are used to determine the neutron’s velocity.

Table 1.1 lists neutron detectors at major fragmentation facilities. The DeMoN

array in GANIL, France [8] is an array of liquid NE213 [9] detectors mounted on stands

that can be easily rearranged and placed at large angles relative to the beam axis. The

efficiency of this detector is only about 10%. The first large neutron detector at the

National Superconducting Cyclotron Laboratory (NSCL), Michigan State University,

USA consists of the neutron walls. They comprise two walls of liquid NE213-filled glass

bars. The coverage area is 2 by 2 meters and it is primarily used for neutron energies

less then 40 MeV [10]. The Large Area Neutron Detector (LAND) at GSI, Germany is

a large array of 0.5 cm thin BC408 [11] plastic scintillator plates sandwiched between

0.5 cm thin passive iron plates. The sandwich is repeated 10 times for a 10 cm thick,
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Figure 1.3: Many nuclei near the neutron drip line can not be adequately studied
by methods other than neutron spectroscopy. Populating unbound resonances by β
decay cannot be done for nuclei without a feeder nucleus (marked be arrows). Also,
nuclei with no bound excited states (swirls) cannot be studied by γ-ray spectroscopy.
Measuring the resonant energy of the ground state for any unbound nucleus beyond
the drip line, also can only be done with neutron spectroscopy.

200 cm long bar and then all ten plastic scintillators are coupled to one PMT at each

end. The full array has ten layers of criss-crossed bars with a total of 50 cm of both

iron and plastic scintillator [12] and takes up a volume of 3 cubic meters. The NEUT

detector at RIKEN, Japan [13] has only two layers of scintillating plastic, limiting its

total efficiency. The total array has 30 bars (15 in each layer. Each bar is 6.1 cm thick

(z axis) and tall (y axis) and 214 cm wide (x axis).

The Modular Neutron Array (MoNA) [14, 15] assembled at NSCL at Michigan

State University in 2003 was designed to detect neutrons at energies consistent with

experiments utilizing rare isotope beams from in-flight fragmentation as currently

done at the NSCL (about 30-100 MeV/u). It is also capable of running with pas-

sive iron converters, similar to LAND, in between the last six layers to increase the

efficiency for higher energy neutrons (> 100 MeV). It has 90 cm of active plastic

scintillator when arranged in its current configuration of 9 layers (z axis) of 16 rows
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Table 1.1: Specifications of various neutron detectors including the original design
goals for MoNA [18]. Efficiencies are listed for a representative energy within the
normal range of neutron energies for each detector.

Detector Lab Material Neutron energies Efficiency
NEUT RIKEN Plastic 40–200 (MeV) 14 %
DeMoN GANIL NE213 5–50 (MeV) 10 %

Neutron Walls NSCL NE213 10–100 (MeV) 30 %
LAND GSI BC408 100–1000 (MeV) 90 %
MoNA NSCL BC408 30–200 (MeV) 70 %

Figure 1.4: Computer-generated image of the original MoNA design, including 144

plastic modules (10 by 10 by 200 cm3) arranged in an array of 9×16 to cover a large
area and accept forward-focused neutrons at energies greater than 30 MeV.

(y axis). Figure 1.4 shows a computer drafted image of the design for MoNA. The

charged-particle residues from a neutron-unbound state are deflected by a large-gap

dipole magnet, called the Sweeper magnet [16, 17], allowing the neutrons to pass

through at zero degrees (see Section 3.2 for details). The Sweeper Magnet was built

at the National High Magnetic Field Laboratory at Florida State University.
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1.4 Commissioning Experiments

The first experiments for MoNA were performed to test the design goals of the system

and quantify properties like resolution and efficiency. To measure the resolution of

MoNA, a known resonant energy with a known width must be replicated and com-

pared to previous results. To measure the system’s efficiency a reaction with a known

cross section for the production of a neutron–fragment pair must be performed to cal-

culate the ratio of the known number of neutrons produced to the number of neutrons

recorded by MoNA.

1.4.1 Unbound 7He Ground State

The ground state of 7He is unbound and an ideal choice to measure the energy resolu-

tion of the reconstructed decay energy for the MoNA/Sweeper system. This resonant

state has been studied extensively and can be used for testing a neutron detector

system. The width of the 7He ground state resonance is known to be 160 ± 30 keV

with a resonance energy of 430 ± 20 keV [19,20]. By simulating the MoNA/Sweeper

configuration, including a reaction model, target properties, and the beam properties,

the simulated physics parameters like energy and angle can be compared to measured

parameters. The individual detector resolutions, measured by various methods, can

be programmed into the simulation to determine which parameters contribute the

most to the experimental resolution of the reconstructed resonant energy.

1.4.2 11Be Coulomb Breakup

The Coulomb breakup of 11Be was used to measure the absolute efficiency of MoNA.

Since the cross section for the release of a neutron is calculable, the recorded neutron

events counted in MoNA directly relates to the efficiency of the MoNA detector, after

effects due to acceptance are removed. The Coulomb excitation is induced by a high-Z

reaction target of gold, and the cross section is calculated using by the virtual photon
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method [21–23] and the continuum discretized coupled channels (CDCC) method

[24, 25]. By adjusting reaction parameters in a Monte Carlo simulation for both the

10Be residue and the accompanying neutron to match the recorded distributions in

the focal plane and MoNA detectors, the system acceptance can be extracted. Once

this is completed, a calculation reveals the efficiency of the MoNA detector to compare

to design goals and geant simulations (see Section 4.4).

1.5 First Physics Results from MoNA/Sweeper

The disappearance of the N = 8 magic number in neutron-rich nuclei is evident in the

beryllium isotopes where 11Be has a ground state that is an intruder 1/2+ state (due

to a neutron in the 1s1/2 shell). The normal shell level ordering for stable nuclei would

populate the 0p1/2 shell for the seventh neutron, and the 1s1/2 shell would start to

fill with the ninth neutron. In addition 11Be is a neutron halo nucleus, and (Z = 3,

N = 8) 11Li is a double neutron halo nucleus [26] further indicating a loosely-bound

N = 8 neutron.

1.5.1 One Neutron Knockout of 10Be

The first experiment studying the beryllium isotopes concerns the population of the

0p3/2 shell of 10Be predicted by the shell model to contain a neutron single-particle

strength of 2.45 neutrons [27]. By measuring the cross section of the one-neutron

knockout reaction to the 9Be ground state and comparing it to a theoretical knock-

out cross section calculated for that system by the eikonal model of fast reactions [28],

an empirical reduction factor can be determined. The reduction factor is a gauge of

the shell model’s accuracy in describing the system as an inert core with the last

valence shell partially filled. Since the shell model calculations do not include 3-body

nucleon-nucleon-core short-range interactions, nuclei that experience such interac-

tions have single-particle populations less than those predicted by the shell model,
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and thus, a reduction factor less than 1. In the case of 10Be, the decay channel is

uniquely identified as a 0p3/2 neutron knockout by the 9Be residue, since 9Be has no

bound excited states, and does not require the use of MoNA. Chapter 5 details the

experiment using the Sweeper magnet and the focal plane detectors to measure the

reduction factor for 0p3/2 neutron knockout of 10Be.

1.5.2 Ground State Wave Function of 12Be

The second experiment continues the study of the evolution of the lower neutron shell

levels in beryllium isotopes at the neutron drip line. The standard order of filling the

nuclear shell levels for stable nuclei is already broken by the neutron halo nucleus 11Be

so, the mixture of neutron pair correlations in the 0+ ground state wave function for

12Be is predicted not to be just a simple combination of (1s1/2)
2 or (0p1/2)

2 paired

neutrons built on a 10Be core. Indeed the first experiment to measure the populations

of these configuration found about half of the total neutron single particle population

missing [29], suggesting a strong add-mixture of (0d5/2)
2 neutron pair wave function.

More recently, a second experiment, including the ability to measure the neutron-

unbound levels in 11Be, confirmed the hypothesis [30] by observing the 5/2+ level in

11Be by stripping one of the (0d5/2)
2 paired neutrons from 12Be. Using MoNA, a third

experiment was performed with higher statistics (enabled by MoNA’s high efficiency

for fast neutrons) focusing on the neutron-unbound exit channels from one-neutron

knockout of 12Be to compare to previous works. Chapter 6 details this experiment

and the results.
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Chapter 2

Modular Neutron Array (MoNA)

A collaboration of eight primarily undergraduate institutions along with Michigan

State University and Florida State University, separately requested and received Na-

tional Science Foundation grants to build and assemble the Modular Neutron Array

(MoNA) [14]. Undergraduate students built and assembled 16 modules from bars of

plastic scintillator and tested them [15]. Table 2.1 lists the founding institutions of the

MoNA collaboration. The array of nine vertical layers (one layer from each school)

with 16 modules each was assembled at the National Superconducting Cyclotron

Laboratory (NSCL) at MSU.

2.1 Design

MoNA was designed for use with in-flight fragmentation rare isotope beams produced

by the CCF at the NSCL [31]. Secondary beam energies are generally between 30-

100 MeV/u. Neutrons from unbound states populated within the reaction target will

have similar energies and are forward focused in the lab. Reconstruction of the decay

energy of the unbound states requires both the energy and position (angle) of the

neutron (see Section 3.6.1). With sufficient distance from the target, the time-of-

flight (ToF) can be used to calculate the velocity and energy, while the position

11



Table 2.1: Founding institutions of the MoNA collaboration and their principle inves-
tigator for the NSF grants.

Institution Principle Investigator NSF grant

Ball State University, Indiana R. Howes a PHY-0132367

Central Michigan University, Michigan J. Finck PHY-0132532

Concordia College, Minnesota B. Luther PHY-0132725

Florida State University, Florida K. Kemper & S. Tabor PHY-0132434

Hope College, Michigan P. DeYoung & G. Peaslee PHY-0132405

Indiana University South Bend, Indiana J. Hinnefeld PHY-0132567

Michigan State University, Michigan M. Thoennessen PHY-0132434

Millikin University, Illinois J. Brown b PHY-0132507

Western Michigan University, Michigan P. Pancella PHY-0132438

Westmont College, California W. Rogers PHY-0132641

aNow with Marquette University, Wisconsin.
bNow with Wabash College, Indiana.

can be determined by the individual detector hit within a larger array. With these

considerations in mind MoNA was designed with 144 detector modules and assembled

in an array. Because each MoNA bar measures 10 cm by 10 cm by 200 cm, the full

array takes up a volume of 2.88 cubic meters. The array can be moved by an overhead

crane to center it 8 to 14 meters downstream of the reaction target leading to solid

angles covering 0.574 to 0.205 steradian, respectively. By assembling MoNA nine

layers in depth, the estimated efficiency of about 20% for one bar is compounded 9

times. Each layer has 16 modules labeled 0 through 15; the nine layers are labeled by

letters A through I. For example, the tenth module of the sixth layer from the front

is labeled F9. The array is assembled on a stand that is adjusted so that the beam

axis is aligned to center of the ninth bar from the bottom (bar A8). Figure 1.4 shows

the final design configuration for the 144 modules into one array.
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Table 2.2: Dominant neutron reactions for hydrogen and carbon in plastic scintillators
at 90 MeV [32]. The Q-value for the reaction is also listed for specific cases. The total
cross section for 90 MeV neutrons with carbon is reported to be 500 mb [33] with
about half from elastic scattering.

Reaction σ at 90 MeV (mb) Q-value (MeV)
1H(n,n’)p 80 0.0

12C(n,n’)12C’ 250 0.0
12C(n,2n)11C 22 18.72

12C(n,n’)12C + γ 14 4.43
12C(n,p)B + Xn 95 12.59
12C(n,d)B + Xn 24 15.96

12C(n,n’)3α 10 7.26
12C(n,α)9Be 3 5.71
12C(n,X)2α 28 n/a
12C(n,X)Li 40 n/a

2.1.1 Detection Method

As is the case for all plastic neutron detectors, the dominant interaction for detection

is elastic scattering of the neutrons off the protons in hydrogen atoms. Since protons

have a mass so close to the mass of the neutron, they are especially effective at

absorbing energy when they scatter neutrons. For this reason, it is beneficial to use

a plastic with a high hydrogen density. Bircon BC408 [11] (used for the MoNA bars)

has a hydrogen to carbon mass ratio of 1.104 and a total density of 1.032 g/cm3.

In addition, there is a significant contribution from inelastic reactions with carbon

atoms producing a variety of possible charged particles or γ rays. Table 2.2 lists the

major contributing reactions of an organic (hydrogen and carbon) plastic scintillator

including their energy thresholds. Reactions emitting alpha particles have minimum

required energies (Q-value) of at least 5.7 MeV and account for a noticeable increase

in total cross section with plastic for neutron energies near 30 MeV. Since alpha

particles do not induce as much scintillation light, due to their mass, reactions that

produce alpha particles do not add significantly to the detection efficiency unless the

detector threshold is relatively low, less than 3 MeV electron equivalent (MeVee).
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Figure 2.1: Diagram of one MoNA module and illustrates production of scintillation
light (dotted lines) by charged particles released from neutron reactions (see Table
2.2). The light is captured by the two PMTs coupled to the bar with light guides.

2.1.2 Light Propagation

When a charged particle passes through the lattice of a plastic scintillator it excites

the large organic molecules that subsequently de-excite via release of a photon in

the visible range. The number of photons released by this scintillation process is pro-

portional to the energy lost by the charged particle through Coulomb interactions

with the lattice and depends on the charge, mass, and speed of the particle. BC408 is

organic scintillating plastic that has an index of refraction equal to 1.58 and an atten-

uation length of about 2–3 meters for the scintillation light (as determined by MoNA

student experiments and Reference [34]) with a maximum intensity at a wavelength

of 425 nm. This attenuation length becomes important for light response calibration

(see Section 2.2.4).

It is important to note that charged particles within the scintillating plastic are

necessary to produce any light and register an event. Even γ rays produced in these

interactions are only indirectly detected through compton scattering with an electron.

The cross section for photo peak absorption is related to the proton number, Z, of

the material to the fifth power and therefore carbon (Z = 6) has an extremely low

probability to absorb the entire γ-ray energy compared with other elements.

Figure 2.1 is a diagram of a MoNA module, illustrating how a neutron reacts

within the scintillating plastic and releases light that travels to the ends of the bars

where a light guide passes it into a photo multiplying tube (PMT).
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2.2 Electronics

Figure 2.2 shows the basic data acquisition (DAQ) configuration for MoNA. The

MoNA setup utilizes a variety of digital electronic modules to process and record the

light response from the plastic, including photo multiplying tubes (PMTs), constant

fraction discriminators (CFDs), and time and charge digital convertors, (TDCs and

QDCs). The digital electronic modules are all (IEEE 1014 standard) VME compatible

modules and are manufactured by the same company, CAEN [35]. They are installed

in three VME crates and are connected to a DAQ computer via fiber optic cables to

control and read out all the VME modules needed for MoNA.Section 3.5 details the

sequence of functions for the Level 1 and Level 2 logic.

2.2.1 Light To Signal Processing

A total of 288 Photonis XP2262B [36] 12-stage photo multiplying tubes (PMT) are

coupled and bolted to the support flange. The PMT window is lime glass with an

index of refraction equal to 1.54 and is coupled to the acrylic BC802 light guide by

optical grease. The PMTs were selected to have a spectral response range that peaks

at 420 nm and has a full range of 290–650 nm to closely match the scintillation light

from the BC408 plastic, that has a maximum intensity near 425 nm. To counter the

effect stray variable magnetic fields have on the electrons in the multiplying tube, a

mu-metal shield [37] is also fixed to the flange surrounding the tube.

Each PMT is powered by a separate high voltage (HV) line that is set to yield a

consistent light response to cosmic-ray muons. This gain matching process is discussed

in detail in section 2.3. The HV power is supplied by two CAEN SY1527 supply

controllers. They are modular, expandable, and can be remotely controlled. Eleven

CAEN A1833BN 28-channel voltage banks are installed into the SY1527 controller

that sets and monitors the negative voltages for the 288 PMTs. The operational

voltage range for the XP2262B model is 1500–2400 Volts.
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Figure 2.2: The basic MoNA DAQ system. The MoNA PMT anode signals are
recorded by the TDCs while the dynode signals are recorded by QDCs. The Level 2
logic (Section 3.5.4) determines if the event is accepted (“computer go”) or rejected
(“fast clear”).
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There are two analog output signals for each PMT from the dynode and the an-

ode. The PMT has a 12-stage dynode cascade following the photoelectron producing

photocathode and the anode signal has a gain of about 107 with a transit time of

30 ns. Each anode signal is transmitted to a CFD with a 16 foot (25 ns) coaxial ca-

ble.The positive dynode signal is taken from the next to last step in the multiplicative

chain and is connected to a passive inverter with a 60 foot (90 ns) coaxial 50 Ω BNC

cable and routed into a QDC.

2.2.2 Digital Signal Conversion

The standard MoNA setup uses 18 constant fraction discriminators (CFDs) to convert

the analog anode signal from each PMT to a digital pulse. The CAEN V812 CFDs

have 16 negative polarity 50 Ω LEMO inputs. The internal timing delay chips are set

to 3 ns which is about 80% the typical rise time for the raw anode signal from the

PMTs. The outputs are a fan-out of two ECL 110 Ω impedance 17 pin ribbon cables,

whose logic pulse width is controlled from 15 to 250 ns. One side of one MoNA layer

is connected to each 16 channel CFD and then routed to half of a 32 channel TDC

through the ECL inputs. The other ECL ribbon output is connected to the XLM72

logic module for Level 1 trigger logic control (see section 3.5.3). Each CFD channel

has its own rejection threshold set in 1 mV steps from 0 to -255 mV. The standard

operating CFD threshold is set to -10 mV.

Each CFD also has an“OR” output LEMO port that is activated for any valid

CFD channel. This output is used as a diagnostic counter. When an additional CFD

is used with auxiliary detectors, this “OR” output is used as an auxiliary trigger

signal (see Section 3.5.6).
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2.2.3 Timing Signal Processing

The time-to-digital converters (TDCs) are CAEN model V775 with 32 ECL input

channels each. For consistent and symmetric cabling of the CFDs, each side of MoNA

uses 5 TDCs for 288 total channels. The full scale of each TDC can be set from 140 to

1200 ns. For MoNA’s standard configuration the range is set to 350 ns representing

about 0.085 ns for each bin in the 12 bit digitized spectrum. These TDCs can be run

in common-start or common-stop mode. The standard configuration runs in common-

stop mode where the neutron interaction within the MoNA bar acts as the individual

“start” for the corresponding TDC channel. This mode is used since the random

background rate does not overload our detectors compared to coincident events with

a correlated external stop signal. It also allows for the use of less delay cables for the

288 TDC channels. In common-stop mode just one delay is used for the “stop” trigger

from the thin target scintillator (see Section 3.3.1).

Fast clear capabilities

One desirable feature of the CAEN TDCs is their “fast clear” capabilities. This feature

allows the user to send a logic signal to clear all digitized channels and buffers and

prepare for the next start signal. These modules take only 600 ns to complete the

full fast clear cycle and to be ready for the next event. If the trigger logic (discussed

in Section 3.5.4) rejects the current event, the TDC can be fast cleared before the

module is finished digitizing and even before a common stop signal has arrived. This

saves many microseconds and dramatically increases the live time ratio of the system

compared to not using the fast clear option. Without this fast clear capability the

DAQ system would have to wait for the module to digitize and then issue a standard

sequence of “end-of-event” and “clear” signals before the module clears its buffers for

the next possible event. The MoNA trigger logic holds the “fast clear” signal level for

800 ns to ensure all TDCs and QDCs modules are cleared before releasing.
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2.2.4 Light Amplitude Processing

MoNA uses 9 CAEN V792 charge-to-digital converters (QDCs) with 32 ECL input

channels each for all 288 PMT dynode signals. In the standard MoNA configuration

all 32 dynode signals of a 16-module layer are connected to one QDC. Channels 0–

15 for the left side PMT dynodes and channels 16–31 for the right. The QDCs use

negative current integrating ribbon cable inputs from the passive dynode inverter

boxes. The module accepts a logic integrating gate that is set in compliance with

the module’s maximum integrated charge of 400 pC. As with the CAEN TDCs, the

QDCs also have “fast clear” capabilities.

The scintillation light from a charged particle reaction in a MoNA bar is attenuated

as it passes to the ends of the bar to the light guides. The rate of attenuation for the

light ti the left and right PMTs are exponentials given by

ll = lo(e
−(L

2−xo)/λ) (2.1)

lr = lo(e
−(L

2 +xo)/λ) (2.2)

with xo corresponding to the x position measured within the MoNA bar (between

negative 100 and positive 100 cm), and λ is the attenuation length (about 3 meters

for BC408).

Because of this attenuation the final signal recorded by the QDC is less than the

actual light produced as a function of the distance away from the end. To recover an

even distribution for the light deposited within the bar independent of the position,

the geometric mean is calculated

Q =
√

lllr (2.3)

Figure 2.3 illustrates the effectiveness of this equation, where the left and right in-

dividual QDC spectra are displayed versus the horizontal position of the reaction in
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Figure 2.3: The center frame shows the geometric mean of the left and right QDC
responses (in the neighboring frames) by Equation 2.3. The background due to low
energy γ rays dominate the lower bins of the spectra, while the cosmic-ray muons are
calibrated to 20.5 MeVee.

the bar. The center frame shows that the Q parameter is flat for the whole length of

the bar. There is a second-order effect to the attenuated light not recovered through

this treatment from the reflected light that travels a full bar length extra. Due to the

geometric shape of the MoNA bars and the large attenuation length, λ, the effects

from the reflected light for MoNA are not more than 1%, as seen by the position in-

dependence of the Q parameter in Figure 2.3. Furthermore, effects from the reflected

light for less elongated scintillation volumes are generally less than 5% and mostly

effect interactions at the ends of the bars for energies just above threshold [38].

2.2.5 Level 1 Logic Modules

The basic logic processes for each layer of 16 modules utilize JTEC model XLM72

universal logic modules [39]. These are versatile and programmable modules that

interface with VME systems and use Xilinx XCS40XL Field Programmable Gate

Arrays (FPGA) that run on a 80 MHz clock cycle for logic operations and a Texas

Instruments digital signal processor TMS320C6711 running up to 900 Mflops for the

numerical operations. The external interface has 72 ECL ports that are hardware

configured as either inputs or outputs. The interface with the VME bus is made

through 32-bit and 16-bit data transfer rates up to 40 Mbytes per second. The XLM72
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also features two banks of asynchronous static random access memory (ASRAM) of

2 Mbytes each and enough flash memory to store up to four FPGA configuration files.

Each XLM72 is programmed to serve as a Level 1 logic unit for each of the nine

layers of MoNA bars. Here each CFD outputs for all the PMT signals in that layer are

cabled to the ECL input ports in the front of the XLM72. The Level 1 logic counts

the number of coincident left–right signals accumulated and forwards it to the next

level in the trigger logic. These processes are described in more detail in Sections

3.5.3 and 3.5.4. The raw CFD signal count is also read by the VME bus by a tcl/tk

program to display the live rate of all the input channels (from 288 CFD channels)

for diagnostic purposes.

2.2.6 Level 2 Logic Module

The Level 2 logic is contained in one JTEC model Virtex XLM module. The exterior

design and ECL ports are the same as the XLM72 model. The Virtex XLM has

increased memory and FPGA logic capabilities by using the high-performance high-

capacity Xilinx Virtex model FPGA chips.

All trigger discrimination and Level 2 logic processing are done in the JTEC

Virtex XLM, as described in Sections 3.5.4 and 3.5.7. A diagram of the internal

routing architecture in the Virtex FPGA unit is shown in Figure 2.4.

2.3 Calibration

The detailed process of calibrating MoNA for an experiment is explicitly presented

in Appendix C. The light response and position calibration for each MoNA module is

performed with cosmic-ray muons. cosmic-ray muons are produced high in the atmo-

sphere from very fast charged particles permeating deep space. Due to the thickness

of the Earth’s atmosphere, the muon flux (Iµ) relative to the the zenith at any point

on the surface is a function of the cosine of the zenith angle (θz) squared. Figure 2.5

21



Figure 2.4: The internal routing map between logic gates for the Virtex FPGA is
displayed for a sample Level 2 logic code. One input, and the pathways that signal
takes, is highlighted in red.

shows actual muon flux data taken from MoNA over the course of a few weeks. The

intensities of each δθ in the N–S and E–W directions are adjusted for the angular

coverage to account for the rectangular shape of the array.

The muons that reach the surface are traveling at 29.8 cm/ns (nearly the speed

of light). The muons will lose energy through a material based on its density and

thickness. For 10 cm BC408 this energy loss is an average of 20.5 MeV and they take
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Figure 2.5: Cosmic-ray muon flux through MoNA in degrees from the zenith. The
plot was completed by MoNA undergraduate students at Westmont College [40].

0.345 ns to traverse each detector bar. Since the flux per volume is constant, the full

width of every bar will be illuminated. Figure 2.6 illustrates a couple of possible muon

paths through MoNA. The beam axis is marked in front of bar A8 by a blue arrow.

This procedure has been used for other plastic neutron detectors [41].

2.3.1 Gain Matching the PMTs

Since the timing and rise time of the PMTs can change depending on the voltage

applied, to ensure comparable values for each detector bar, the voltages must be

adjusted to gain match the PMTs to a standard light response.

The voltages for the PMT channels are chosen to place the peak associated with

cosmic-ray muons at the same relative position for all the raw QDC spectra. This

technique will ensure consistent dynode signal intensity because the QDC integra-

tion gates and pedestal currents are the same for all QDC channels. By recording a

day-long run of background data, a strong cosmic-ray muon peak corresponding to
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Figure 2.6: Side view of MoNA showing cosmic-ray muons that travel through MoNA
and are used to calibrate many properties of MoNA. The time offsets for the whole
array relative bar A8 (highlighted), are set from muons that go straight down one
layer or cross to the neighboring layer as shown.

20.5 MeVee appears in the QDC spectra, as seen in Figure 2.7. The voltages of all

channels are adjusted until the difference between the pedestal peak (null value) and

the muon peak is about 800 bins out of a 12 bit (4096 bins) raw QDC spectrum. This

not only ensures the PMT signals are matched, but also sets the QDC full range to

about 100 MeVee. This procedure provides an approximate gain matching to set the

thresholds consistently and to ensure similar PMT response times, but it does not

substitute for proper calibration of the energy deposited within the bar (see Section

2.3.2).

Adjustments to the voltages are done by fitting the muon peak portion for the
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Figure 2.7: Raw QDC spectrum for PMT C-03-R (the right PMT dynode signal of
the forth bar in the third layer). The dominance of the pedestal peak in the lowest
channels is clearly seen, followed closely by the self-triggered CFD threshold that
appears only as a shoulder a couple decades less intense right next to it. The cosmic
ray muon peak is set 800 bins above the pedestal peak to gain match the PMT
voltages.

spectra with a Gaussian and an exponential. Figure 2.8 is a close up view of the

spectrum in Figure 2.7 for PMT C-03-R (right PMT of the fourth bar in the third

layer) fitted by the exponential–Gaussian combination on a linear scale. The difference

between the pedestal and the muon peak is calculated and compared to 800. The

voltage is adjusted accordingly using an algorithm that takes into account the 12

multiplicative steps of the MoNA PMTs. Another day-long MoNA run is recorded

and another iteration is performed, and so on, until a the pedestal–muon differences

are consistent with 800 bins such that another iteration would not improve the result.

This usually occurs after two or three iterations.

Pedestal peak

Since all 32 channels of each QDC share a common integration gate, all events with

less than 16 coincident left–right PMT hits will have some QDC channels with no

signal. Most events in MoNA are 1-fold events, or a single left–right coincidence for
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Figure 2.8: The region near the muon peak is fitted by the sum of an exponential
decay and a Gaussian (solid line). The center or the Gaussian fit is used for both gain
matching the PMTs and latter, to calibrate the QDCs.

one bar. The other 30 QDC channels will have a null result, and indeed the count

rate of the pedestal peak for any given QDC channel is usually two or three orders

of magnitude stronger than the rest of the raw spectrum (see Figure 2.7). The QDC

collects charge from the internal pedestal current for the duration of the integration

gate and compiles a non-zero value that depends on the pedestal current and the

width of the integration gate. The pedestal current and integration gate is adjusted

to place the pedestal peak near bin 100 in the 12-bit (4096 bins) raw QDC spectra

(see Figure 2.9).

2.3.2 QDC Calibration

Once the PMTs are properly gain matched the QDCs are calibrated using the same

light-response curve of cosmic-ray muons used to gain match the PMTs. The raw

QDC spectra are fitted with a Gaussian plus an exponential background to the muon

peak as shown in Figure 2.8. The pedestal peak is used as the zero-point for each QDC

calibration. The average energy loss for cosmic-ray muons per centimeter of BC408
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plastic is 2.0 MeV for MoNA plastic [42]. As determined by geant simulations [43]

using the angular flux of cosmic-ray muons and the geometry of MoNA, the Gaussian-

fitted muon peak is set to 20.5 MeVee. This linear calibration has been checked with

γ-ray sources (energies near 1 MeV) for a few bars on the outer layers and found to

be correct within ±0.075 MeVee.

2.3.3 QDC Thresholds

As mentioned in section 2.3.1 the count rate of the pedestal peak is usually over a

hundred times stronger than the count rate into the rest of the bins in the raw QDC

spectrum. Since these counts in the pedestal peak come from null-value events and

have no corresponding TDC data, including them in the data stream can unnecessarily

slow the readout process. A hardware threshold can be set for each QDC channel such

that channels with a digitized value less then the threshold will be ignored during

readout.

The threshold bit of the CAEN V792 QDC modules can be set in multiples of 16

bins (i.e. 0, 16, 32, 64, 80, 96, 112, 128, 144, ...). This can cause insufficient pedestal

subtraction when the pedestal peak for a given QDC channel is near any of these

values. Figure 2.9 shows the QDC response for background events when all 32 PMTs

for a whole layer are turned on, the width of the pedestal peak is about five bins. Two

possible threshold values are drawn as dotted lines at multiples of 16. If the pedestal

peak value is just below one of the possible threshold values, like PMT B-00-L (left

PMT for the first bar in the second layer) shown in Figure 2.9. Setting the threshold

to the nearest threshold value at bin 128 will still allow nearly half of the pedestal

peak to be readout. The relative magnitude between the allowed half of the pedestal

peak to the rest of the raw spectrum will still be too great for efficient data recording

of these channels.

Another situation is shown in Figure 2.10 for PMT B-02-L, where the pedestal
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Figure 2.9: The raw QDC pedestal peak for PMT B-00-L is too close to threshold
value bin 128 to effectively reduce the null result count rate. Both the simple and
improved methods for setting the threshold value sets it to 144 for this QDC channel.

peak is a few bins below a possible threshold value. Here setting the threshold at the

next nearest possible value at bin 128 would be ideal to cut most of the pedestal peak

intensity and cut a minimum of the overall spectrum, but a consistent automated

method for determining the best threshold value to use and a case by case basis is

not simple.

Simple threshold cuts

For the 12Be experiment the thresholds were set to the second nearest threshold value

above the pedestal peak. This cuts a minimum of 17 bins above the pedestal peak

from the QDC response (as is the case for PMT B-00-L) and a maximum of 32 bins

for channels where the peak is equal to a possible threshold value. Using the same

automated process to set the QDC threshold for channel B-02-L will unnecessarily

cut into the portion of the non-pedestal spectrum at bin 144. As discussed above, the

nominal calibration for the QDC response is 800 bins per 20.5 MeVee (0.025 MeVee

per bin). Therefore, this method for setting the QDC thresholds results in minimum

energy thresholds of 0.42 to 0.82 MeVee depending on the location of the original

28



10

100

1000

10000

100000

1000000

80 96 112 128 144 160 176

ar
bi

tra
ry

 u
ni

ts

Raw QDC B-02-L (bins)

Figure 2.10: The raw QDC pedestal peak for PMT B-02-L is a few bins below a
possible threshold value 128. The simple method for setting the threshold value places
it at bin 144 for this QDC channel, while the improved method sets it to 128.

pedestal peak in the raw spectra.

The CFD adjustable threshold for the anode signal that triggers the QDC gate

was set to -10 mV, which was calibrated at 0.65 MeVee as shown in Figure 2.11. The

CFD calibration was performed with a known γ-ray source by recording the value in

a calibrated QDC spectrum that the intensity drops by half while adjusting the CFD

threshold. Having as low a threshold as reasonably possible is important for increased

efficiency of detecting neutron scattering interactions, because events that deposit less

than 4 MeVee outnumber high-energy events where the neutron transfers almost all

of its kinetic energy to a recoil proton. Using this simple QDC threshold procedure,

the QDC threshold may be above the CFD/TDC threshold and many events may be

recored with no associated QDC information.

Improved threshold cuts

Following the commissioning experiments, a new automated method was found for

setting the QDC threshold that corresponds to a minimum energy cut of less than

0.5 MeVee for all channels. By first adding three bins to the pedestal peak value
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Figure 2.11: The threshold for the CFDs were calibrated by recording the calibrated
QDC spectrum edge (one half amplitude) for a range of different CFD thresholds in
mV. The linear fit crosses -10 mV at 0.65 MeVee.

and then setting the threshold to the nearest possible value above this bin, the newer

technique only cuts a maximum of 19 bins and a minimum of 3 bins above the pedestal

peak. This minimum of 3 bins is sufficient to cut most of the pedestal peak and reduce

the over abundance of pedestal values by a few orders of magnitude compared to the

uncut peak. This new method would apply the QDC threshold at bin 144 for both

PMT B-00-L and at bin 128 for B-02-L (since the peak is four bins below 128).

By applying the proper calibration the improved threshold cut to B-02-L (Figure

2.10) the minimum energy recorded is 0.1 MeVee compared to 0.51 MeVee with the

simple method. This difference is even more pronounced for QDC channels where the

pedestal is right at a possible QDC threshold value (0.41 MeVee with the improved

method compared to 0.82 MeVee before). The full range of possible QDC thresholds

for this improved method corresponds to minimum energy cuts of 0.08-0.475 MeVee.

Since these cuts are at or below the CFD threshold of -10 mV (about 0.65 MeVee),

in this mode there are nearly the same number of valid TDC and QDC events in the

recorded data. This method was not used for the commissioning experiments, but has
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Figure 2.12: The distinctive “picket fence” spectrum from a time calibrator connected
to the TDC with a period 40 ns is used to calibrate this TDC channel.

been implemented since.

2.3.4 TDC Calibration

The only calibration that does not utilize cosmic ray muons is the TDC calibration.

As is standard for timing calibration, a time calibrator module is used in conjunction

with a CFD to create logic pulses at set time intervals. The calibrator changes the

start–stop interval by a multiple of a selected time interval so that multiple time

difference peaks appear in a raw spectrum. The time calibration setting used for the

MoNA TDC calibrations was set to a range of 320 ns with 40 ns intervals. The full

range of the 12-bit TDC was set to 350 ns. The distinctive “picket fence” spectrum

shown in Figure 2.12 is recorded and fitted by a fortran code that finds the peak

positions above a set count for each spectrum and fits the location of these bins with

a linear function. The slope is then used to convert the raw bins to nanoseconds.
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2.3.5 Position Calibration

Once the TDC is calibrated, the time difference between left and right TDC channels

can be used to determine the interaction position within the bar. Again, using cosmic-

ray muons and their uniform flux with respect to the MoNA bar axis, the width of each

bar can be calculated in nanoseconds. Figure 2.13 shows the time-difference spectrum

used to calibrate the horizontal position of MoNA bar B11. A cut is made in the

respective QDC channels above 8 MeVee to ensure there is no γ-ray background and

the gated time difference spectrum is calibrated to 200 cm and the center is offset

to zero. While the distribution of muons through the bar is uniform, the recorded

distribution is not. Some muons that strike the corners of a MoNA module may not

pass through enough plastic to deposit enough light, such that both left and right

CFDs fire. This effect is modeled by a Monte Carlo simulation and determines the

width of the time-difference distribution at 1/3 the maximum plateau corresponds to

the actual 200 cm width of the MoNA bar. The nominal calibrated conversion from

time-difference in nanoseconds to centimeters for the MoNA bars is approximately

8 cm/ns.

2.3.6 Time Offsets

Even after the TDC response is calibrated to nanoseconds, the time relative to a

common stop signal cannot be determined with out knowing the individual time

offsets for each channel. In yet another way of using the cosmic-ray muon flux through

MoNA, the small differences in the amplification time for the individual PMTs and

the differences in the cable lengths for the TDC common stop signal (that is daisy-

chained to all MoNA TDCs) can be measured by the known muon speed through

each MoNA layer. Since cosmic-ray muons travel nearly the speed of light (actually

29.80 cm/ns) the time signature of vertically-traveling muons in successive MoNA

bars can be calculated from the nominal distance between them (10.27 cm).
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Figure 2.13: The calibrated times for each end are subtracted in this time-difference
spectrum for bar B11. The width at one third the average amplitude of the center
region is calibrated to the full 200 cm of MoNA plastic (illustrated by the dashed
line).

A coincidence gate is applied to the transverse position for the top and bottom

bars in one layer to make certain the muons travel straight down through the layer.

In addition, a gate that only accepts events that strike all 16 bars in that layer have

to be fulfilled. The mean time (tbar) of the two calibrated TDC parameters for the

left and right end of each bar is calculated and is independent of the position of the

interaction.

tbar = ToFn = (tleft + tright)/2 (2.4)

This mean time is also the time-of-flight (ToFn) parameter for a neutron hit in MoNA

when the TDC common stop signal comes from a thin scintillator at the target posi-

tion during an experiment.

The mean time for the top bar (number 15) is subtracted from each successive
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Figure 2.14: Muon tracks that travel straight down through bar A0 and A15 de-
picted in Figure 2.6 will pass this two dimensional gate, ensuring a minimum amount
of spread in the time difference plots between neighboring MoNA modules used to
calibrate their relative time offsets.

bar (i runs from 0 to 14) creating 15 bar time-difference spectra.

∆ti = t15 − ti (2.5)

Since the time offsets for each bar are determined relative to bar A8, t8 is used as

the reference instead of t15 for all of layer A, as seen in the example for A7-A8 ToF

parameters in Figure 2.15.

These time-difference spectra should correspond to the travel time between the

two bars, δt = 0.345 ns per bar. The offsets for each calibrated mean time is set to

ensure the difference spectra meet this condition. Figure 2.15 shows the time difference

between bars A7 and A8. The distribution shown will be fitted and offset to the proper

-0.345 ns by the fitting program. The offsets for the next layers are determined by

first applying gates that include the diagonal track from the top of one row to the
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Figure 2.15: The time difference (∆t) between A7 and A8 triggered by a fast muons
in a downward track calculated per Equation 2.5.

bottom of the next (for example A15 to B0). A slightly different δt (0.346 ns) is used

to account for the diagonal distance. Then the offsets within the next layer can be

calculated as before from this one corrected mean time. The whole MoNA array of

144 bars are calibrated relative to bar A8, which is centered on the beam axis. Bar

A8’s offset is set during each experiment using the γ rays produced by stopping the

beam in a thick target and the measured distance from the target to the center of

bar A8.
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Chapter 3

MoNA/Sweeper Experimental

Setup

Combining MoNA and the Sweeper magnet along with the focal plane charged-

particle detectors to a single detector system completes an arrangement suitable for

measuring the neutron-unbound states of exotic nuclei near the neutron drip line

with neutron kinetic energies above 30 MeV/u. The setup allows the neutrons from

an unbound state created at the reaction target to be detected at zero degrees by

MoNA, while the Sweeper magnet bends the charged particles into the focal plane

detector box.

3.1 Layout

Figure 3.1 shows the Coupled Cyclotron Facility (CCF) [31] and the A1900 fragment

separator [45] leading to the experimental vaults and the current position of MoNA.

The CCF accelerates the stable primary beam. After impinging on a primary target,

the fragmented beam then travels through the A1900 to select the rare isotope of

interest. This secondary beam is then delivered to the experimental vault. MoNA is

currently placed behind the Sweeper magnet located inside the N4 vault of the NSCL
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Figure 3.1: The Coupled Cyclotron Facility (CCF) provides the beam for the
MoNA/Sweeper setup. The A1900 fragment separator selects the nucleus of inter-
est from the resulting cocktail of fragments created at the production target behind
the K1200 cyclotron at velocities of nearly half light speed. Image from Reference [44].
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at MSU. The distance between the target and MoNA must be optimized for each

experiment to balance velocity resolution and angular acceptance.

3.2 MSU/FSU Sweeper Magnet

The Sweeper magnet was built by the National High Magnetic Field Laboratory

at Florida State University [16, 17]. Its superconducting coils are made of niobium–

titanium for a maximum magnetic filed of 4 Tm, requiring a large 10 foot iron return

yoke. The magnetic field is controlled to deflect the charged particles into a focal

plane detector box at 43◦ in the horizontal dispersive plane (x). In order to allow

neutrons to pass through, the Sweeper magnet has a large 14 cm gap sealed with a

thin (0.25 inch) steel plate at zero degrees. This thin steel “neutron window” scatters

4% of the high-energy neutrons from the target and seals the vacuum of the beam line

and focal plane. Two copper resistive trim coils are attached to the yoke to reduce

the Sweeper magnet’s significant fringe field which effect the magnetically sensitive

detectors nearby.

3.3 Charged Particle Detectors

Figures 3.2 and 3.3 show schematic diagrams of the charged particle detectors in

the MoNA/Sweeper setup. The target chamber contains a thin target scintillator

used for the both the fragment and neutron timing. The Sweeper magnet detector

box contains two position sensitive detectors, two energy-loss detectors (one gas one

plastic), a thin timing detector and a total-energy detector.Details of the Sweeper

focal plane electronics and DAQ modules can be found in Nathan Frank’s Ph.D.

Dissertation [47].

The Sweeper focal plane detectors are designed to accurately identify the charge

and mass of the reaction residues and their position and angle relative to the Sweeper
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Figure 3.2: The MoNA/Sweeper setup includes charged particle detectors in the
Sweeper focal plane detector box. The target timing detector is used for the time-of-
flight measurements for both the neutrons to MoNA and the charged particles to the
focal plane thin scintillator (dE). An optional blocker is installed to limit the count
rate to the rate-sensitive CRDC detectors (x,y). Original image from Reference [46].

39



Target
drive

Target
scintillator

drive

CRDC1

Vacuum
pump

CRDC2

IC
dE

TKE

Focal plane

detector box

Focusing quadrupole
triplet

inches
centimeters

Figure 3.3: Top view of the Sweeper detector box. The Sweeper’s deflection angle of
43◦ and the target chamber, with its two drives, in front of the magnet are shown.
The CRDCs slide on rails and can be a maximum of 182 cm apart. Image from
Reference [44].

magnet. The angle and position of each particle is used to reconstruct the energy

and angle of the nucleus at the reaction target. Each detector is mounted on a rail

parallel to the Sweeper magnet exit axis, 43◦ from the beam line, so they also can

be positioned at distances that balance acceptance with velocity resolution for the

specific experiment.

3.3.1 Target Chamber

As shown in Figure 3.2 the target position for the standard MoNA/Sweeper config-

uration is downstream of the final focusing quadrupole triplet magnet. Installed into

the beam line here is a large-bore six-sided connection cross. There are two remotely

operated drive mechanisms attached to the cross, each with multiple positions.

The first drive assembly has two positions to put a thin timing scintillator in or out
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Figure 3.4: The target chamber drive ladder contains 3 target positions along with a
7 mm steel collimator and a fluorescent aluminum viewer plate.

of the beam. This target scintillator is used for ToF measurements and is 0.254 mm

thick BC404 organic scintillating plastic. It is connected to a PMT whose output is

processed by a CFD within the Sweeper electronics rack before being used as the

“common stop” for all MoNA TDC channels (see Figure 3.6 for a diagram of the

timing cables).

The second drive assembly has six positions and drives a target ladder that holds

the primary reaction target and three other alternate 1 by 2 inch targets, shown in

Figure 3.4. The six drive positions are for the fluorescence viewer plate, four tar-

get slots, and a retracted position. The side view of the target ladder in Figure 3.4

shows how the viewer plate is angled so the glow created by the beam impacting the

fluorescence can be seen through a window by a camera above the target chamber.

Installed in the top alternate target position is usually a thick (7 mm) steel block

with a 1 mm bore through the center position. This block is used both as a collimator

for the beam and, since it stops a majority of the beam, to create a flash of prompt

γ rays to calibrate MoNA’s time offset.
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3.3.2 CRCDs

There are two Cathode Readout Drift Chambers (CRDC) inside the Sweeper focal

plane detector box to record the angle and position of the fragments after being

deflected by the Sweeper magnet. They each have 128 cathode pads spaced 2.54 mm

apart in the dispersive plane. The vertical position is measured from the drift time

to the anode wire of the ionized electrons released by the charged particles through

the gas. The anode wire uses a nominal voltage of 750 V. Both CRDCs share the

same gas handling system and use 20% iso-butane and 80% CF4 with an operating

pressure of 50–150 Torr.

CRDC1 and CRDC2 are calibrated with a mask that is driven up in front of each

CRDC. After proper calibration the positions recorded by the CRDCs are accurate

to within a millimeter. The angular resolution depends on the separation between the

CRDCs within the detector box, and is 0.06◦ when one meter apart. CRDC1 is fixed

inside the front edge of the detector box, and its position information is used when

calculating the transformation matrix for fragment energy reconstruction.

3.3.3 Ion Chamber

The Sweeper ion chamber (IC) is a gaseous detector with 16 collection plates that get

recorded by 16 peak-sensing ADC channels. Their sum is used as an energy loss (dE)

measurement. The chamber is filled with 100–200 Torr of P10 gas (90% argon and

10% methane). The negative drift voltage is tuned for the charge range of particles

being detected and is typically between 600–1200 V. The 16 collection plates are

generally held at a positive potential of 100 V to attract the free electrons “pushed”

by the negative drift voltage.
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3.3.4 Thin/Thick Plastic Scintillators

Both thin and thick BC404 organic plastic scintillators [11] have four PMTs mounted

close to the corners that are connected to a TDC through a fast CFD with a delay

time set to 3 ns. The linear average of the four calibrated timing spectra from the thin

scintillator is used for the ToF parameter for the fragments. If less than four PMTs

fire for one detector, the correct time can be recovered by calculating the position of

interaction from the CRDC data and then taking a weighted average of the remaining

TDC parameters.

The 5 mm thin scintillator is used primarily as a timing detector and a second

dE measurement. The thick plastic scintillator is 15 cm thick, which is enough to

stop all the fragments and yield a total remaining kinetic energy (TKE) signal. These

parameters are determined by routing each PMT signal to a peak-sensing ADC and

taking a position-corrected average of the four signals for the thin or thick scintillators

for the dE and TKE measurements, respectively. To gain-match the light response

of the raw ADC channels the Sweeper magnet is tuned to direct a small spot of the

secondary beam, collimated by a thick steel collimator, to the center of the focal

plane. The eight thin/thick voltages are tuned to match their raw spectra. Typical

voltages are 1500–2100 V. The beam is then swept across the active region of the

detectors to ensure the ADC spectra are not saturated when the fragment nears the

corners and to position-correct the average of the four raw signals. An absolute energy

calibration is often not necessary to separate or identify the reaction fragments.

3.4 Reaction Residue Identification

The detectors mounted in the Sweeper focal plane detector box are designed to aid in

the identifying and analyzing the charged particle residue in coincident with a neutron

in MoNA. The residual fragment from the neutron-unbound state must be positively
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identified to reconstruct the corresponding decay energy. The Sweeper magnet sepa-

rates these residues from beam contaminants and other reaction products not related

to the nucleus of interest.

3.4.1 Element Identification

The element number of the charged fragments is identified from the dE signal recorded

by the thin scintillator detector or the IC. Energy loss is proportional to the Z of a

charged particle, and the dE parameter is calibrated by the known secondary beam

(often one or two elements higher than the nucleus of interest). This process is de-

scribed in more detail in Reference [47].

3.4.2 Isotope Identification

Although the TKE signal in the thick focal plane scintillator is related to the mass of

the charged particle residue, sometimes the resolution is not sufficient to accurately

separate the isotopes, and a more powerful method must be utilized. Given the design

of the beam optics with a focusing quadrupole triplet in front of the target and the

dipole Sweeper magnet after, the charged fragments traveling through the Sweeper

magnet will be separated by their magnet rigidities. A particles magnetic rigidity

(Bρ measured in Tesla meters) is related to a its charge (q), mass (m), speed (v), as

described by:

Bρ ∝ mv/q (3.1)

For nuclei with the same magnet rigidity, heavier ones will have a slower velocity

and thus, longer ToF. Since the Sweeper focal plane accepts a range of nearly 18%

in momentum, other parameters must be used to correctly identify the magnetic

rigidity of each particle. After passing through a dispersive beam element like the

dipole Sweeper magnet, the rigidity of a particle depends on the dispersive position
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Figure 3.5: Separation of carbon isotopes by their magnetic rigidities using the ad-
justed ToFrigid parameter. a) dE versus calibrated ToF for many fragments and the
gate used to select carbon. b) The gated carbon events after Equation 3.2 is applied
with appropriate values, separating the isotopes for identification.

and angle (x and θx). By adjusting the fragment’s ToFf parameter, we can further

separate the particles by their rigidity. The adjustment is made using two correction

factors, Cx and Cθ to the dispersive positions and angles in the focal plane:

ToFrigid = ToFf + (Cxx) + (Cθθx) (3.2)

ToFrigid is a ToF parameter of arbitrary units calculated by adding the two x and

θx correction terms to the original fragment time between the target scintillator and

the focal plane thin scintillator, ToFf .

When optimal values are chosen for Cx and Cθ, this first-order adjustment will

effectively separate particles with the same magnetic rigidity in time-of-flight as if the

Sweeper focal plane momentum acceptance was very small. After gating on a specific

element, the adjusted ToFrigid spectra can be used to identify the isotopes. Figures

3.5 a and b are examples of separating various carbon isotopes by their magnetic

rigidities. The gate shown in part a is applied to part b after Cx and Cθ are set to

optimize the separation.

For most experiments a combination of x or θx versus ToFrigid and the TKE signal
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will effectively separate the mass number for a selected element.

3.5 Trigger Logic

When MoNA and the Sweeper magnet are used in coincidence mode all the data

acquisition (DAQ) modules are routed through one VME I/O (CAEN V262) mod-

ule connected to the MoNA computer. All the DAQ modules of the two setups are

connected by five cables and the MoNA Level 2 logic discriminates between events to

readout and those to clear. An accepted event results in reading the DAQ modules

and an “end of event” signal produced by the MoNA computer and routed to all

modules through the VME bus. A rejected event is “fast cleared” to reset the DAQ

modules. An overview of the MoNA DAQ electronics is shown in Section 2.2.

3.5.1 MoNA/Sweeper Coupling

The Sweeper DAQ system is interconnected to the MoNA DAQ system by five 120 ns

(76 ft) co-axial cables, labeled A, B, C, D, and E in Figure 3.6. These cables take

a valid Sweeper event trigger through Cable A, and a “common stop” target timing

signal through Cable E. The MoNA trigger logic sends back three signals to the

Sweeper DAQ modules.

Cable A is the CFD logic signal from the upper-left PMT channel of the thin

scintillator in the back of the Sweeper focal plane. This signal is passed to MoNA’s

logic as the “sweeper” signal input. Cable B is the latched “veto” signal that prevents

any incoming signals to all MoNA and Sweeper modules while the latch is activated.

This latch is opened by the Level 2 logic when a trigger is received and is released by

either an “end-of-event” signal or with the end of a “clear” signal. The “veto” latch

remains on while the MoNA computer is busy reading out the DAQ modules. Cable C

is the “fast clear” signal from the MoNA Level 2 logic and is used to clear the Sweeper

DAQ system. The “fast clear” is also copied locally to the MoNA DAQ modules
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(Section 2.2.3 discusses this feature). This signal is sent instead of the “computer go”

for rejected events. The “fast clear” and “computer go” signals are mutually exclusive.

Cable D is the master trigger or “computer go” output from the Level 2 logic to the

V262 I/O module to start the readout of all the modules connected to the VME bus.

It is also used by the Sweeper electronics as a common start for the TDCs, since it is

precisely timed from the incoming Cable A signal (thin scintillator upper-left). The

Level 2 logic takes 337.4 ns to process the event and issue this master trigger. The

total transit time for the thin scintillator’s signal is illustrated in Figure 3.6 and all

Sweeper timing signals into the Sweeper TDC are delayed to wait for it.

Cable E carries the CFD output of the target timing scintillator. The thin target

scintillator is positioned just in front of the reaction target and is used as the “common

stop” for all MoNA TDCs, after appropriate delay is manually added. This time along

with the measured distance to each bar in MoNA is used to calculate the velocity

and thus the energy of each neutron detected in MoNA. While these five signals are

shared by the MoNA and Sweeper systems, those internal to the Sweeper’s digital

logic are described in more detail in Reference [47].

QDC gating

The positive dynode signal from each MoNA PMT is delayed by a 95 ns (60 ft) cable

and then inverted by a passive inverter chip before going into the QDC modules. Each

CAEN V792 QDC processes all 32 channels form one layer in MoNA. The delay is

chosen such that by the time the raw dynode signal arrives at the QDC an integration

gate has already been opened by the Level 1 logic for every layer with a valid anode

signal above the CFD threshold also creating a “mona start” logic pulse.

TDC timing

When an event occurs in a MoNA module, the anode signal from each PMT is pro-

cessed by a CFD whose logic output signal is copied to two modules. The first goes
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Figure 3.6: The timing channels important for coincident events are shown along with
the five cables (described in the text) used to couple the data acquisition electronics
between the MoNA and the Sweeper systems. Signal transit times are given for flight
paths and signal cables. Transit times for signals passed within the same rack mount
(straight arrows) are less then 5 ns. Double-wide lines represent multiple signals passed
through one ribbon cable.
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to a TDC as the start signal, while the second goes to Level 1, to open the QDC

integration window, to be counted for the “majority” bit, and copied to Level 2 as

the “mona start”. The TDCs are run in common-stop mode and are stopped by the

delayed target timing scintillator signal in cable E. Therefore, the raw TDC channels

have a negative time slope which is taken into account when the left and right chan-

nels are calibrated and then averaged to get the time-of-flight from the target to each

bar.

3.5.2 Coincidence Timing

The delays shown in Figure 3.6 are chosen to ensure all timing signals are within

the TDC’s range. The delay times depend on the speed of the secondary beam,

the distance from the target to MoNA, and the TDC full range. For most MoNA

experiments the TDCs are set to 350 ns full range to accept the prompt γ rays from

the target, the full neutron time distribution, and a significant window for background

events.

The delay for Cable E (target scintillator) used as the “common stop” is set to

place the neutron peak near the middle of the raw TDC spectrum. The γ rays appear

about 30 ns in the calibrated spectrum (depending on the distance) and the neutron

peak is between 60-90 ns (depending on the beam energy). This leaves sufficient time

in front of the γ-ray peaks for recording random background events and sufficient

time for slower neutrons to arrive within the TDC range. To accomplish this, the

delay time for Cable E is generally near 100 ns.

The delay for Cable A is generally around 80 ns. Here the “sweeper” signal must

arrive within the coincident window defined by one of the set times for Level 2 as

described in Section 3.5.4.
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Table 3.1: The “majority” bits are set based on the number of coincident left-right
pairs of CFD channels in one layer.

coincident pairs “majority” bits
zero 00
one 01
two 10

three or more 11

3.5.3 MoNA Level 1 Trigger Logic

Each MoNA layer contains 16 detector modules with 2 PMTs each, leading to 32

CFD, TDC, and QDC channels. The MoNA Level 1 trigger logic counts the number

of coincident (left–right) signals from the CFDs from each layer and the number of

individual PMT channels fired. Each CFD has two outputs, one starts the correspond-

ing TDC channel and the other triggers the Level 1 logic. A schematic diagram of the

Level 1 logic is shown in Figure 3.7. The JTEC XLM72 logic modules (described in

Section 2.2.5) whose FPGAs are programmed as Level 1, perform a variety of primary

functions. There are nine Level 1 logic modules, one for each layer A through I. When

a “calculate” signal is received from the MoNA Level 2 logic (that will be discussed in

the Section 3.5.4) Level 1 adds all the coincident left–right pairs of MoNA PMTs and

a binary 2-bit “majority” channel is set according to the Table 3.1. The “majority”

bits are read by the Level 2 Virtex XLM (2.2.6) logic module and used in determining

whether to accept or reject the event.

In addition to setting a “majority” bit the Level 1 logic also sends out the inte-

gration gate to the 32-channel QDC for that layer as soon as the first MoNA signal

arrives from a CFD. This gate is made sufficiently long (120 ns) to ensure the whole

dynode signal from every PMT in that layer is integrated. The first MoNA CFD trig-

ger is transmitted to the Level 2 logic module as “mona start” to open the coincidence

window.

The Level 1 logic modules have also been programmed to count the total number
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Figure 3.7: The Level 1 logic code is programmed into nine XLM72 modules, one for
each layer. The QDC gate outputs are used directly by the QDC modules for that
layer as the integration window, while the other output signals are used by the Level
2 logic.
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Figure 3.8: Each cell is the average rate per second of raw CFD triggers for that
MoNA module PMT counted by the Level 1 logic module. The lighter color indicates
a higher count rate.

of hits every two seconds for each PMT and hold this value in a readable VME bus

(labeled “Counter” in Figure 3.7). A separate Tcl/Tk program interfaces with the

VME buffer and reads these channels and displays a diagnostic array of all the PMT

rates for viewing during the run to ensure the voltages are still set properly and the

PMTs are functioning normally. This diagnostic display is shown in Figure 3.8.

3.5.4 Level 2 Logic

The Level 2 logic unit consists of a JTEC Virtex XLM logic module containing a

larger Virtex FPGA. This unit processes the “majority” bits and the “mona start”

for all nine Level 1 logic modules along with the “primary start” to accept or reject an

event and send the corresponding signals to the Sweeper electronics through cables

B,C and D. Figure 3.9 is a schematic drawing of the Level 2 logic programmed into
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the Virtex XLM.

3.5.5 Level 2 Timer

The XLM72 internal clock runs at a frequency of 80 MHz. All outputs and logic

conditions are set by the end of a clock cycle and are, therefore, discretized by 12.5 ns.

Because of this, all the delays used for “and” gates with coincident logic signals must

have at least 13 ns overlap to ensure proper logic conditions. These internal delays are

set through a Tcl/Tk program to interface with the XLM unit before each recorded

run. There are three values to set in units of clock cycles: Set1, Set2, and Set3. These

values, along with the trigger conditions, are used to set the process times for each

of the five output channels of the Level 2 logic Timer: ta, tb, tc, td, and te. The

delay times are as indicated by Table 3.2. The delay time for tc is equal to Set2 if

the “primary” signal starts the Timer and equal to the sum of Set1 and Set2 if the

“secondary” signal comes first. This is to allow more time for a coincidence between

MoNA and the “primary” trigger condition when MoNA is used in tandem mode

along with the Sweeper detectors.

Typical values for Set1, Set2, and Set3 are 18, 6, and 60, respectively. This cor-

responds to a coincidence window of 225 ns after the timer starts, and a delay of

75 ns before the “TDC veto” asserts. The final set time is the duration of the “clear”

window to ensure any fast cleared modules are ready for the next event. Figure 3.10

details the sequence signals from the target reaction to the “computer go” or “fast

clear” signals.

The delays for the external cables A through E are adjusted for the specific exper-

imental setup. Such factors as distance between the target to MoNA and the speed

of the charged particle residues are taken into account to make certain the timing

signals come within the valid window set by the TDC range and the timing overlaps

of the Level 2 timer.
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Figure 3.9: The Level 2 logic programmed into the Virtex XLM controls the accep-
tance or rejection of an event.
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Figure 3.10: The timing sequence is shown for a typical coincident event. The scale
on the left side is in nanoseconds, so the entire sequence takes less then 1 µs to accept
or reject an event. The readout of all MoNA and Sweeper modules may take a few
ms, and a rejected event is cleared by the “fast clear” signal (td) in less than 800 ns.
Signal dependences and set times are described in Sections 3.5.1 to 3.5.5.
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Table 3.2: The five output signals from the Level 2 timer are determined by the three
set values.

Output time Corresponding set values (clock cycles)
ta Set1
tb Set1
tc Set2 or Set1 + Set2
td tc + 6 cycles
te Set1 + Set2 + Set3 + 6 cycles

For a normal coincident event during a production run, the entire logic system has

been cleared from the previous event and awaits a “start”. Usually, a “mona start”

signal comes from Level 1 to start the timer. Then a “primary” signal enters the

timer before the end of the coincidence window, and the “veto” latch is activated and

copied to cable B for the Sweeper electronics. A “computer go” signal is then asserted

that is anded with the “valid” signal from the Level 2 trigger condition logic. Along

with this “computer go” signal, the Timer also sends out the “TDC veto” to close

the TDC inputs near the end of the TDC range.

If no “valid” signal is received from the Trigger Condition logic then, a “fast clear”

signal is issued to clear all QDC and TDC modules and is copied to cable C for the

Sweeper electronics. This is followed by a “clear” signal that resets the logic modules

and closes the “veto” latch to accept the next “start”.

If a “valid” signal is sent before the coincidence window closes, the “computer

go” signal activates the readout of the QDCs then the TDCs modules. This signal

is also sent back to the Sweeper modules as a “common start” through cable D for

the delayed Sweeper timing channels. The MoNA QDC modules are done digitizing

before the TDCs, since the QDC integration window is shorter than the TDC range,

and readout first. The rest of the MoNA/Sweeper DAQ modules have time to digitize

and await their turn at being read out by the data acquisition (DAQ) system. When

the DAQ computer is done reading the event an “end of event” signal is issued that

enables the “clear” signal and closes the “veto” to ready all the electronics for the
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next event.

3.5.6 Auxiliary Inputs

Additional detectors can be incorporated into the logic system through the auxiliary

inputs. The auxiliary A and B inputs can be substituted for the Sweeper focal plane’s

thin upper-left PMT channel and used to enable the “primary trigger”. Both A and

B inputs have a down-scaled option that allows one to automatically switch to these

alternate triggers. The down scaled factors are set through the user interface in powers

of two. The auxiliary C and D inputs can be substituted for the “mona start” from

Level 1 as an alternate way of enabling the “secondary” trigger.

These auxiliary inputs have been tested and used successfully. The target timing

scintillator has been routed to the Aux-A input and down-scaled to record events

where no particle travels to the thin scintillator in the back of the detector box.

Together with a beam-line timing detector further upstream, these events are used

to determine the beam purity. This is possible because nuclei with different mass

to charge ratio will have a different speed through the beam optics. The secondary

auxiliary inputs have also been used with γ ray detectors and a separate neutron de-

tector connected as Aux-C input. By enabling both the MoNA and Aux-C secondary

triggers one can record coincident events with the primary trigger for either of them.

Down scaler

The down scaler logic unit is set to accept a fraction of the inputs connected to it. The

down scaled factors are set through the user interface in powers of two. Any primary

inputs that are enabled, including the auxiliary inputs A or B, that pass through the

down scaler will be accepted as the “primary” trigger.

Down-scaled data of an auxiliary input can be used to determine if there are any

beam contaminants that do not strike all the focal plane detectors. By connecting
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the beam line scintillator to the Aux-A input of the down scaler, one can record

a small fraction of the beam timing events relative to the target scintillator. Since

most secondary beam contaminants will have a different ToF through the beam line,

contaminants can be identified even if they do not reach the focal plane detectors.

3.5.7 Level 2 Trigger Conditions

The determination of whether to accept or reject an event is made within the Level

2 Trigger Condition logic and is controlled by a Tcl/Tk user interface. The first

condition determines wether to require coincident events between a “primary” trigger

and the “majority” output from Level 1. If this condition is active then the logic will

not issue a “valid” without receiving both signals, otherwise every “primary” trigger

enables a “valid” signal. The second condition determines the minimum acceptable

“majority” bit value. A “valid” signal is not sent unless the “majority” value is larger

than a user-programmed set value. If the first condition requires a coincidence the

minimum “majority” bit must also be meet before a “valid” signal is issued. The

“valid” signal, once sent, is anded with the “TDC veto” signal from the Timer to

make the “computer go” signal that starts the V262 I/O module and DAQ process

as described in Section 3.2.

Self stop, self trigger

An alternate trigger condition setup overrides the requirement of the “primary” trig-

ger allowing the MoNA system to run in “self stop” and “self trigger” mode. This

override is usually only used during the MoNA calibration runs involving cosmic-ray

muons, without an external time-of-flight detector or trigger. In this mode the “mona

start” from Level 1 is copied to the TDC “common stop” signal. The absolute time

is meaningless in this mode but the time difference between the two ends of a bar

is still valid for calibrating the x position along the bar and the independent timing
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offsets for each bar (see Appendix C for its use).

3.6 Decay Energy Reconstruction

The energy of the unbound system is converted to kinetic energy of the reaction

residues. Both the fragment and the neutron get equal momentum kicks, and since

the neutron is often 10 times lighter or more, it gets a much larger velocity kick

compared to the fragment. By measuring the velocities and angles of both reaction

residues in the center of mass reference frame, the relative energy between the two can

be calculated by determining the Lorentz four-vector Pµ (with the unit-less convention

c = 1):

Pµ = (−E, px, py, pz) = (−E, ~p) (3.3)

for both the fragment and the neutron. E is the total energy of the particle, equal

to the mass if at rest. The decay energy of the unbound system can be calculated by

the invariant mass method independent of the reference frame.

3.6.1 Invariant Mass

Because the square of any Lorentz four-vector is equal to the square of mass of the

particle (PµPµ = (Pµ)2)= m2), the kinematic equation of the unbound system before

and after the decay reduces to quantities that can be measured in the lab frame:

(P
µ
i )2 = (P

µ
f + P

µ
n)2 (3.4)

where i denotes the pre-fragment unbound system. The subscripts f and n refer to

the reaction residue (fragment) and the released neutron in the lab frame. Since the

left side of Equation 3.4 is just the total initial mass of the system (including decay

energy),
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(P
µ
i )2 = m2

i (3.5)

Equation 3.4 expands to:

(Edecay + mf + mn)2 = m2
f + m2

n + 2(E f + En − pfpn cos θ) (3.6)

including the masses of the fragment (mf), the neutron (mn), and the energy by

which the system is unbound (Edecay). The opening angle between the fragment and

neutron in the lab, θ, is calculated from the x, y, z coordinates of neutron and the

reconstructed angle of the fragment.

The decay energy is then solved for as:

Edecay =
√

m2
f + m2

n + 2(Ef + En − pfpn cos θ)−mf −mn (3.7)

The final decay energy depends more strongly on the neutron parameters than those

of fragment due to its lighter mass. Indeed, using the neutron angle instead of the

opening angle will not change the peak energy by more than 20%.

3.6.2 Charged Particle Reconstruction

Since the invariant mass equation requires the momentum vector of the fragment

where the decay reaction occurs at the reaction target, the angles and positions

recorded by the CRDCs after the Sweeper magnet must be transformed back to

the target position using a measured magnet field map of the Sweeper magnet. An

inverse matrix is calculated that is specific for the magnet setting and the charged

reaction residue.
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Table 3.3: The positions and angles at CRDC 1 are transformed to the y (non-
dispersive) position, both angles, and the relative energy at the reaction target.

Input Parameters at CRDC 1 Output Parameters at Target
x θx

θx θy

y y
θy δe

Inverse matrix

A series of measurements were made for eight different Sweeper magnet currents using

an array of seven Hall probes at over forty positions along 35 arcs within the Sweeper

magnet’s 14 cm curved gap [47]. These measurements cover the whole operational

range of the magnet and a permanent reference Hall probe was used to extrapolate

to the field strength used during an experiment. Once a reference Hall probe value

is recorded for an experiment, a magnet field map is generated by IGOR PRO [48]

using the archived series of measurements. The field is calculated for the mid-plane of

the 14 cm gap and then imported to COSY INFINITY [49] along with the desired

particle’s mass and charge to yield a transformation matrix from the target position

in front of the Sweeper magnet to the position of CRDC 1 inside the focal plane

detector box.

The matrix relates the particle’s horizontal and vertical angles and positions at

CRDC 1 to the angles and energy at the target. Table 3.3 shows the parameters related

by the transformation matrix. This matrix is inverted to output the parameters in

the right column using the left column as the input. The relative energy δe is the ratio

of the charged particle energy to the nominal energy of the central track calculated

by COSY INFINITY.
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Incoming tracking

One drawback of this inverse matrix is that it in order to calculate the relative en-

ergy δe it must assume the dispersive x position at the target is zero. As shown in

the figure of the experimental layout (3.1), there are two position-sensitive detectors

upstream from the target. These were not used in the 12Be or 10Be experiments,

but have been used in other MoNA/Sweeper experiments to assist in the reaction

residue reconstruction. A separate COSY INFINITY transformation matrix can be

used to calculate the positions and angles of the incoming beam though the focusing

quadrupole triplet in front of the target using the measured positions and angles of

the beam line tracking detectors. The dispersive position at the target can be used

as an addition input to better reconstruct the energy of the charged particle [50].

3.6.3 Energy and Angle of Neutrons

After MoNA has been calibrated for time, light response (QDCs), and position (see

Section 2.3), the momentum vector used to reconstruct the decay energy can be

determined from the TDC-related parameters. The horizontal distance along any bar

(x axis) is given by the calibrated time-difference between the left and right time

signals. The distance from the target along the beam axis (z axis) and the vertical

position (y axis) is determined by the layer and row. These three dimensions are used

to calculate the 3d position and angle relative to the target for the reacted neutron.

The neutron’s velocity, and consequently its energy, is calculated from the position

and the mean time ToFn (Equation 2.4).
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Chapter 4

Performance

MoNA’s performance in terms of efficiency, acceptance and resolution was tested with

cosmic-ray data and in-beam neutron experiments and the results were compared to

simulations. The MoNA collaboration has written two separate Monte Carlo programs

to simulate the efficiency, acceptance, and resolution for MoNA experiments. The first

is based on geant-3.2.1 [43] and is used to determine the efficiency of a single MoNA

detector module and compounded for the whole 16 by 9 array. The second program

is simple track and simulates the layout and acceptances and resolutions of the

full MoNA/Sweeper Magnet setup [51]. When simple track is configured for a

MoNA/Sweeper experiment it is referred to as ST-mona.

Control experiments were performed to test the validity of these simulations. With

the efficiency, acceptance and resolutions determined, the simulations can be used to

analyze experiments and optimize the design of future experiments.

4.1 Neutron Detector Simulation

The geant-3.2.1 based simulation was designed to determine MoNA’s efficiency as

a function of neutron energy and detection threshold. The two most important com-

ponents of an efficiency simulation are the reaction cross sections of the detector
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Figure 4.1: Neutrons (black dot-dash lines) approach MoNA from 8 meters in this
geant-3.2.1 simulation. Reactions products include proton scatter (solid red lines)
and γ rays (blue dotted lines).

material as a function of the neutron energy, and the light response curve for each

reaction residue as a function of the released energy.

4.1.1 Reaction Cross Sections

geant uses an extensive library of neutron reaction cross sections on a variety of

elements. These are used, along with the relative density of hydrogen and carbon in

BC408, to determine the neutron reaction cross section for one MoNA bar. By using

the fluka-micap method within geant the neutron cross sections are determined
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Figure 4.2: Inelastic and elastic reaction cross sections of neutrons on carbon and
hydrogen used by the geant simulation. The fluka package cross sections are used
above 20 MeV. Cross sections taken from the evaluated nuclear data files (ENDF) [52]
are used below 20 MeV.
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Figure 4.3: Inelastic and elastic reaction cross sections of neutrons on BC408 (MoNA
plastic) used by the geant simulation.
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Figure 4.4: Measured light response curve for 35-40 MeV neutrons compared to geant
simulation using the Madey light response equation 4.1.

by the fluka package of cross sections down to 20 MeV [53,54], below which, neutron

cross section tables from the evaluated nuclear data files (ENDF) [52] are used that

incorporate various resonant reactions with carbon. The inelastic and elastic neutron

cross sections for carbon and hydrogen used by the fluka package are displayed

in Figure 4.2. These are combined in appropriate proportions for BC408 plastic in

Figure 4.3.

4.1.2 Light Response

The light produced by a charged particle passing through BC408 plastic [11] is differ-

ent for different charged particles. This light response must be accurately simulated

in order to determine the number of reactions that deposit enough energy to meet the

threshold requirements of the detector. Protons and alpha particles from the interac-

tion of the neutron in the plastic yield less light than an electron of equivalent kinetic

energy due to their increased mass. The geant simulation determines the number

and energies of protons, alpha particles, and electrons produced by the interactions
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Figure 4.5: The Gaussian fit to the neutron kinetic energy data is used as an input
for geant to compare the light response, shown in Figure 4.6.

of neutrons within the BC408 plastic.

Two separate experiments were performed to test the simulation’s light response

for MoNA at two different energy ranges and two different situations. The first pro-

duced a wide range of neutron energies by stopping most of a 40 MeV/u argon beam

in the thick steel collimator, at the target position. The resulting neutron distribu-

tion covered energies between 25–60 MeV. 35–40 MeV Neutrons were gated by their

time-of-flight (ToFn) and a 12.5 cm wide area near the center of one bar to compare

with geant.

For the second experiment, neutrons were produced by the Coulomb breakup of

11Be on a gold target at 90 MeV/u. 10Be-coincident neutron data from the whole

array were used to compare to simulation. The Gaussian fit of the distribution of

neutron energies shown in Figure 4.5 was used as the input distribution in geant for

the comparison plotted in Figure 4.6.

The light response curve is calculated as per Reference [55] by:

l = a1E − a2[1− exp(−a3E
a4)] (4.1)
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Figure 4.6: Measured light response curve for the neutron data from Figure 4.5 into
the full MoNA array compared to geant simulation using the Madey light response
equation 4.1.

with coefficients (a1−4) set according to Table 4.1, and E is the energy-loss for the

charged particle, calculated in small steps of path-length through the plastic. The

curves closely reproduce the MoNA data from both experiments (Figures 4.4 and

4.6).

4.1.3 Simulated MoNA Intrinsic Efficiency

Figure 4.7 shows the intrinsic efficiency for MoNA, as calculated by geant, for a wide

range in neutron energies and several light-response threshold values (in MeVee).

A software gate, applied to the calibrated Q parameter (defined in Section 2.2.4)

is needed to accurately identify a position-independent threshold for comparison with

Table 4.1: Light-response coefficients used by geant in Equation 4.1. The values are
taken from Reference [55].

charged particles a1 a2 a3 a4
protons 0.95 8.0 0.1 0.9
alphas 0.41 5.9 0.065 1.01
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Figure 4.7: Simulated total calculated intrinsic neutron efficiency for MoNA with
threshold values of 0.65, 1.0, 2.0, and 3.0 MeVee.

simulations. Due to the difficulty of producing a calibrated beam of neutrons at the

NSCL, an alternate method was used to compare with simulation. Neutrons produced

by stopping an argon beam on a thick collimator at the target position provided a

broad range of neutron energies at MoNA. By gating on a small range of neutron

energies and subtracting a background, the number of detected neutrons was deter-

mined for each energy range. The number of detected neutron events above a software

threshold for each energy range was divided by the geant simulation’s efficiency for

the corresponding threshold to yield the calculated count of incoming neutrons. Fig-

ure 4.8 shows the calculated number of neutrons striking one MoNA module during

this test run for four energy ranges and three threshold values. Since the energy dist-

ribution of the neutrons was not flat, the count for each 5 MeV bin does not need

to be the same as the others, but the three points for each bin should be consistent

if the light response calculations in geant are correct. The efficiencies used for each
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energy range for the three threshold values is displayed in Figure 4.9.

As a check, the reverse process was used to confirm the relative threshold for the

CFD/TDC hardware without a software gate on Q. By dividing the ungated counts

in the MoNA bar for each energy bin by the mean value of the number of incoming

neutrons from Figure 4.8, the efficiency for just the valid TDCs events in each energy

bin can be calculated. The results, displayed in Figure 4.9, are consistent with the

calibrated 0.65 MeVee CFD threshold determined in Section 2.3.3.

4.1.4 MoNA/Sweeper Layout Simulation

The simple track simulation, ST-mona [51], was designed to reconstruct the full

kinematics of the decay of an unbound nucleus to a neutron and a residue. It includes

acceptance cuts and individual detector resolutions to resemble the recorded distri-

butions. It uses a forward transformation matrix from cosy infinity [49] to track

charged particle through the Sweeper magnet into the focal plane detectors.

The simulation starts with a user defined distribution of beam particles at a target

set to match the parameters recorded by the experiment. A choice of reactions is then

simulated within the target. For knockout reactions populating a neutron-unbound

state a Glauber-model kick is applied [56]. The decay energy distribution itself can

be entered as a flat distribution, a constant (single) value, a Gaussian distribution,

or a Breit-Wigner distribution given by:

dσ/dE ∝ Γ

(E − Ed)2 + (Γ2/4)
(4.2)

or a thermal (Maxwell) distribution:

dσ/dE ∝
√

Ede−Ed/T (4.3)

where Ed and Γ are the resonant energy and width of the unbound state, respectively,
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and T is the “temperature” of the Maxwell distribution (all units MeV). A custom

distribution for the decay can also be implemented.

The acceptances and detector resolutions of a particular experimental setup are

determined either by the information from the beam-line tracking detectors, or by

matching the focal plane detector distributions. After configuring the input parame-

ters for ST-mona, the positions and angles of the fragments at the point of the reaction

are reconstructed through the inverse matrix. This information is then combined with

the neutron parameters as per Equation 3.7, to yield a simulated decay energy curve

to compare directly with experimental data.

4.2 Resolution Measurements

4.2.1 MoNA Time Resolution

The intrinsic resolution of each TDC channel corresponds to the TDC range divided

by the number digitization bins (4096 for a 12-bit TDC). For a TDC range of 350 ns

this is 0.085 ns per bin. The resolution of the CFD logic output from the raw anode

signal of the PMTs is estimated to be about 0.1 ns [35]. The neutron time-of-flight

parameter, ToFn is calculated by the average of the left and right TDC channels

for a given MoNA module, Equation 2.4. The resolution for this parameter is about

0.18 ns.

Evidence of the measured time resolution where the time difference between neigh-

boring bars is plotted for cosmic-ray muons traveling straight down through them is

plotted in Figure 2.15. The Gaussian fit shown has a standard deviation of 0.18 ns.

Since this data is self-triggered and self-stopped, the time resolution of any external

timing detector must be added in quadrature to this value for an accurate resolution

of the neutron ToFn.

The ToFn parameter is also effected by CFD “walk” for events that do not deposit
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Figure 4.10: The neutron interaction point (x) minus the center of deposited energy
(x’) is the intrinsic resolution of the MoNA plastic. Calculated by geant, it shows
two trends. The wider component of the dashed line that dominates the edges of the
spectrum is from interactions off carbon that, at first, do not deposit enough energy
to trigger the CFDs. The central region shows the intrinsic position resolution for a
scattered proton. The dotted line includes effects from timing resolutions (0.18 ns)
of the signal and is fitted by a Gaussian distribution (blue line) with a standard
deviation of 3 cm.

enough light in both PMTs to ensure proper CFD timing. For events where the signal

amplitude is close to the CFD threshold, the CFD timing acts more like a leading edge

discriminator and the output logic pulse timing is dependent on the signal amplitude.

This effect is mostly canceled for the time-difference parameter used for the x position

calibration, but is magnified by two for the ToFn parameter and is in addition to the

intrinsic CFD resolution. The CFD walk was measured to be less than 0.1 ns for

signals less than 2 MeVee, and is nearly non-existent above.

4.2.2 MoNA X Resolution

For the x axis, the position is determined by the difference between the two timing

parameters from each end of the module. As mentioned before (2.3.5), the conversion

from the time-difference parameter to centimeters along the bar is nearly 8 cm/ns.
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Using this slope, and the intrinsic time resolution detailed in the previous section, the

intrinsic x axis resolution becomes σ = 1.5 cm. This does not account for effects from

neutrons interacting in the plastic. The geant simulation code calculates that the

point of interaction of a neutron within the plastic is not always equal to the position

of the deposited energy. This is true for reactions that release γ rays, since they can

scatter significantly while exciting electrons that then create the scintillation light.

For carbon-scattering interactions, the neutron’s path can change dramatically before

depositing energy by a second interaction.

Figure 4.10 shows the intrinsic resolution from the geant simulation (dashed

line). The wider component of the dashed line that dominates the edges of the spec-

trum is from interactions that scatter before depositing enough energy to trigger the

CFDs. The central region of the dashed line shows the intrinsic position resolution for

a scattered proton. The dotted line includes effects from timing resolutions (1.5 cm)

and is fitted by a Gaussian distribution (blue line) with a standard deviation of 3 cm.

Figure 4.11 shows the recorded distribution of cosmic-ray muons through MoNA

bar B1 (second from the bottom), gated by 0–5 cm gates on the bars above and below

it. The Gaussian fit in Figure 4.11 has a standard deviation of 2.2 cm. This resolution

should be slightly less than the resolution for neutrons since muons have a negative

charge and interact directly with the scintillating material.

These x resolution studies only apply for the first MoNA hit. Subsequent hits in

MoNA could be highly scattered events from the first hit.

When MoNA was being assembled by undergraduate students, some of them per-

formed a neutron shadow bar test to check the position resolution of an individual

MoNA module. The data analysis was presented in a poster they made about their

work on MoNA, and clearly identifies a x resolution of less than 3 cm.1

1Available through the MoNA Collaboration website http://www.cord.edu/dept/physics/mona/.
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Figure 4.11: Calibrated x position spectrum of cosmic-ray muons paths in MoNA
bar B1 gated above and below between 0 to 5 cm. The Gaussian fit has a standard
deviation of 2.2 cm.

4.2.3 MoNA Y,Z Resolution

In both the longitudinal and vertical directions (z and y) the interaction position of

a neutron event can only be known to a precision of the depth and height of each

MoNA bar; 10 cm. The y and z resolutions are simply ±5 cm. Figure 4.12 shows the

x,y distribution of neutrons in MoNA from the Coulomb excitation of 11Be on a gold

target at 90 MeV/u. The effect of the quantized y position can be seen in lab angle

(θ) of the neutrons displayed in Figure 4.13. Each subsequent spike in the θ spectrum

is due to neutrons striking the next row above or below. Figure 4.14 shows the same

neutron data from the side of MoNA, through the nine layers. The increase in counts

for the second layer is due to the fact that some highly-scattered protons can travel

a couple centimeters and react in both the first and next layer.

The ST-mona simulation randomizes the actual position of the neutron hit within

the bar while the reconstruction always uses the center of each bar and therefore,

is quantized in 10 cm steps. The z axis uncertainty adds to the velocity uncertainty

along with the time resolution.
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Figure 4.12: Plot of x versus y MoNA positions. The x direction is plotted in 4 cm
bins, while the y position is quantized to the 10 cm bar height. A decrease in intensity
can be seen for the lowest and highest rows caused by the finite opening (14 cm) of the
Sweeper magnet’s gap. The data is taken from experiment 03048; Coulomb excitation
of 11Be on a gold target at 90 MeV/u.
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Figure 4.13: The neutron angle relative to the beam axis has spikes due to the quan-
tized y parameter.
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Figure 4.14: Plot of total hits in each MoNA layer for neutrons from experiment
03048.

The effective depth of each bar may be slightly less then the actual depth due to

the “dead layer” effect. This effect is caused by the charged recoil particle from the

neutron collision not having a long enough path within the bar to deposit sufficient

light to trigger the CFD (with 10 mV threshold). For a 2 MeV proton recoil this ”dead

layer” is less than 3 mm. This effect is taken into account in the geant simulation

and has little effect on the resolution of ±5 cm for both the y and z directions. A

neutron that reacts within the small dead layer of a MoNA bar and the recoil proton

travels into the next layer, will record a wrong z position by no more than about

5.3 cm.

4.2.4 MoNA Energy Resolution

The velocity (vn) and kinetic energy (Kn) of the neutron are determined from the

calculated reaction point within MoNA relative to the target and the neutron ToFn.

vn =

√
x2 + y2 + z2/ToFn (4.4)
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Kn = γmn −mn (4.5)

Where γ is the relativistic Lorentz scaling factor 1/(
√

1− (vn2/c2)) such that the

total energy E is equal to γmn.

The farther MoNA is stationed away from the target along the z axis, the better the

velocity (and also energy) resolution becomes, because the ±5 cm resolution for each

bar in the z direction becomes a smaller percentage of the total distance. Resolution

for various parameters for Kn = 70 MeV (or 11 cm/ns) neutrons are listed in Table

4.2.

4.2.5 Focal Plane Resolutions

The energy and angle of the charged particle fragments are reconstructed from the

position and angle measured by the CRDCs in the Sweeper focal plane detector box.

The position resolutions for these are measured using a steel mask with 0.5 mm holes.

The recorded distributions are analyzed to determine the resolution in both the x and

y directions. This is covered in more detail in Reference [47]. The CRDC resolutions

are determined to be 1.6 mm. This corresponds to an angular resolution of 1.7 mrad

when the CRDCs are separated by their maximum distance of 1.82 m.

4.2.6 Simulated Resolution

By including all the individual detector resolutions and running ST-mona for different

decay energies, the overall decay energy resolution for the system can be simulated.

Table 4.2: Resolutions, given as the standard deviations, for various MoNA parameters
for Kn = 70 MeV neutrons with MoNA positioned 8 m or 14 m from the target.

MoNA position δt (ns) δv (cm/ns) δθy (mrad) δθx (mrad) δ Kn (MeV)
8 m 0.18 0.10 6.2 3.7 1.44
14 m 0.18 0.05 3.6 2.1 0.72
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Figure 4.15: Each curve corresponds to a calculated decay energy using
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curve from a decay energy of 1.5 MeV is a solid black line in both parts. The mass
ratio for these simulations was 10:1 (as is the case for 11Be Coulomb breakup).

Figure 4.15 shows the decay energy resolution for neutrons from the Coulomb ex-

citation of 11Be on a gold target and 90 MeV/u. Each curve was run with 100,000

fragment-neutron coincident events. The loss or total counts as the decay energy in-

creases are due to acceptance losses (see Figure 4.28). The full width for a 900 keV

decay energy is 400 keV. The distributions in Figure 4.15 were each fit by a Gaussian

and the standard deviation of these fit are plotted in Figure 4.16. The final decay en-

ergy resolution depends on the distance to MoNA, the mass of the unbound nucleus,

and the thickness of the reaction target. Other factors, including the TDC range used

for the MoNA and the sweeper TDCs and the separation between the CRDCs in the

Sweeper focal plane detector box also play a role, but are not as important. All these

factors are simulated by ST-mona and can be adjusted on a case by case basis.

4.3 7He Resolution Test

To directly compare the simulated MoNA/Sweeper system using geant and ST-

mona, a study of the known unbound resonance of the ground state of 7He was

performed. A secondary 8Li beam was stripped of a proton by a 9Be reaction target
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Figure 4.16: Standard deviations of the resolution curves shown in Figure 4.15 plotted
versus the decay energy.

and 6He + n coincident events were recorded by MoNA and the Sweeper focal plane

detectors. Inputing the experimentally determined resolutions into simple track

and adjusting the energy and width of the 7He resonance to match the data, the

result is then compared with previous works.

4.3.1 Experimental Setup

A primary beam of 18O was accelerated through the Coupled Cyclotron Facility [31]

at the NSCL to 120 MeV/u and impinged onto a production target of 9Be with

a thickness of 3526 mg/cm2. The secondary beam of 99% pure 8Li with ± 0.5%

momentum spread was selected from the resulting cocktail by the A1900 fragment

separator [45] utilizing a 825 mg/cm2 Al wedge installed at the dispersive plane, see

Figure 3.1.

The secondary beam was directed into the N4 vault and onto a reaction target of

9Be with a thickness of 102 mg/cm2 at the target position in front of the Sweeper

magnet. The Sweeper magnet focal plane detectors were used to identify and count the
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Figure 4.17: The 7He decay energy is fitted with a Breit-Wigner curve run through
ST-mona with peak energy at 0.425 MeV and Γ width equal to 0.18 MeV.

charged-particle reaction products (see Figure 3.2). MoNA was positioned 8.2 meters

from the reaction target.

4.3.2 Resolution Results

Figure 4.17 shows the best reduced-χ2 fit Breit-Wigner decay curve on top of the

data (experiment 03038). The resonant energy is 0.425 ± 0.020 MeV and the Γ width

is 0.18 ± 0.04 MeV. The uncertainties are calculated by the values needed to increase

the reduced-χ2 fit by 1.0. The current results agree well with previous measurements

from References [20, 57] that report the ground state resonance at 0.43 ± 0.02 MeV

and a width of 0.16 ± 0.03 MeV. This confirms the individual resolutions used as an

input for ST-mona and the ability of the simulation to reproduce data.

4.4 Measured MoNA/Sweeper System Efficiency

The Coulomb excitation of a nucleus from passing near another nucleus by exchanging

a virtual photon [22] is well understood and calculable [23] and therefore, is an ideal
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case to calibrate the efficiency of the MoNA/Sweeper setup. By Coulomb exciting

11Be above its neutron separation energy of 0.504 MeV with a gold target, the 10Be

residue is deflected by the Sweeper Magnet into the focal plane detector box, and the

released neutron travels straight into MoNA. The energy spectrum of virtual photons

for a specific nucleus-target combination can be calculated for a given beam velocity.

This spectrum, along with the incoming rate of 11Be can be used to calculate the

number of neutrons produced. With the aid of the simulations, the acceptance of

the system can be divided by the number of recorded neutron events to reveal the

intrinsic efficiency of the MoNA detector.

4.4.1 Experimental Setup

MoNA and the Sweeper Magnet were setup in the standard configuration with the

reaction target just in front the Sweeper Magnet, and MoNA 8.2 meters down stream.

The A1900 fragment separator with a 795 mg aluminum wedge at the dispersive image

was used to purify the secondary beam of 90 MeV/u 11Be from a 18O primary beam

at 120 MeV/u impinging on a 1692 mg/cm2 9Be production target. The Coulomb

excitation occurs inside the 258 mg/cm2 gold target, positioned in front of the Sweeper

Magnet. Gold was chosen for its high proton number (79). A thick steel plate was

installed inside the focal plane detector box to block the unreacted 11Be.

4.4.2 Virtual Photon Calculations

As the positively charged projectile passes near the positively charged target nucleus

they repel each other through the Coulomb force and exchange a virtual photon [21].

This photon excites the projectile through an E1 transition. Both the cross section

for an E1 transition and the energy spectrum of the virtual photons can be calculated

by the virtual photon method.

The virtual photon method uses the charge of the target nulcei (Z) and speed
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of the projectile (v) to determine the number of virtual photons for a given target

nucleus, shown is Figure 4.18. The formal calculation of the total breakup cross section

is given by:

dσE1
dEγ

=
1

Eγ
n(ω)E1σ

E1
γ (4.6)

The density (n(ω)E1) of E1 photons is calculated by for relativistic speeds (γ >>

1) [23] with α the fine structure constant and modified Bessel functions of order zero

(K0), and one (K1):

nE1(ω) =
2

π
Z2α

c2

v2 (ξK0K1 −
v2ξ2

2c2
(K2

1 −K2
0)) (4.7)

as a function of the virtual photon’s frequency, ω, where (Eγ = ~ω); and:

ξ u
ωR

γv
(4.8)

where R is the sum of the radii for the projectile (11Be) and the target (197Au)

calculated by A1/3×1.2 fm and is set to 8 fm.

The cross section for the E1 photons:

σE1
γ = Ex

dB(E1)

dE

9~c

16π3 (4.9)

is calculated with the transition probability dB(E1)/dE:

dB(E1)

dE
= S

e(2κro)

1 + κro

3~2

π2µ

e2Z2

A2

√
Es(Ex − Es)

3/2

E4
x

(4.10)

Here, κ =
√

2µEs/~ where µ is the reduced mass of residue and the neutron, Es is

the separation energy of 11Be (0.504 MeV). The radius of an appropriate square-well

potential ro [58] is set according to Reference [59] to 4.0 fm. S is the spectroscopic

factor
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Figure 4.18: The calculated cross section for E1 excitation of 11Be from 197Au at
90 MeV/u, calculated from Equation 4.6, is shown by the solid curve. The dashed
line is the number of virtual photons per keV as calculated by Equation 4.7. The
dotted curve is the E1 transition probability as calculated from Equation 4.10.

Figure 4.18 shows the energy spectrum for the number (nE1(ω)) of virtual photons

(dashed line) from 90 MeV/u 11Be passing 179Au along with the transition probability

(dotted) and the total cross section (solid). This calculation is nearly identical to

Reference [60] for 11Be on a lead target at 40 MeV/u instead of a gold target at

90 MeV/u.

4.4.3 Experimental Comparison

The energy-dependent E1 cross section (solid line of Figure 4.18) can be included

in ST-mona and the simulation and then compared to the data from experiment

03048. The isotopic identification of the 10Be residue is shown in Figure 4.19. The

tail of the unreacted 11Be distribution tracks a large positive angle through the focal

plane due to its high magnetic rigidity compared to the 10Be residues. Figure 4.20

shows various focal plane parameters used to restrict the input of the simulation and

to ensure proper reconstruction. The comparison of the decay curve from ST-mona
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Figure 4.19: Isotopic identification by the method discussed in Section 3.4.2 using the
dispersive angle in the focal plane (θx) and the fragment ToF. The gates select (from
left to right) 9Be, 10Be, and 11Be. For this experiment the separation did not require
calculating ToFrigid.

using the E1 cross section calculated through Equation 4.6 to the experimental data

is shown in Figure 4.21. The close match between the experimental and simulated

curves again confirms the correct simulation of the MoNA/Sweeper system.

4.4.4 Second 11Be Experiment for Efficiency Measurement

Unfortunately, the beam blocker installed for the 03048 experiment prevented an

accurate measurement of the incoming rate, and therefore a second 11Be Coulomb

breakup experiment was performed. The setup for 07503 was nearly identical except

that the blocker was moved to accept a large portion of the distribution. In addition,

the Sweeper magnet had since been tested to a higher magnetic setting, sufficient to

deflect the unreacted beam into the focal plane detectors for a beam rate calibration.

A disadvantage of 07503 was the limited acceptance of CRDC2. The drift voltage was
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Figure 4.20: The relevant focal plane parameters for the 11Be Coulomb experiment,
03048, are fit by the ST-mona simulation code.

not large enough to collect all the electrons and this caused it to miss more than 50%

of the events, and seriously cut into the distribution. Thus the analysis of the data

was performed without CRDC2.

To identify the isotopes in this experiment, the ratio of light deposited into the

four PMTs on the focal plane thin scintillator substituted for a second dispersive

position measurement along with CRDC1. The identification plot is shown in Figure

4.22. The horizontal axis is the log of the ratio of light deposited in the two left PMTs

to the two right PMTs. Here also, some of the unreacted 11Be reaches the focal plane

and tracks a large positive angle through the detectors. Figure 4.23 shows the second

gate on the dispersive light ratio from the thin scintillator and the fragment ToF

parameter necessary to gate out the remaining 11Be.
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Figure 4.21: The decay energy data from 03048 is overlaid with the simulated decay
energy curve after acceptance and resolution effects are added by ST-mona. The
acceptance of the thin scintillator rejects almost all events where the 10Be exits the
target at angles above 2.5 degrees. This has the effect of selecting almost purely
Coulomb excitation reactions, as evident by the good agreement to just the E1 cross
section of Equation 4.6.

The neutron time-of-flight (ToFn) is shown ungated and gated on 10Be in Figure

4.24. The gated spectrum (dotted line) is scaled up by a factor of two, to demonstrate

the lack of background events in the coincident spectrum.

4.4.5 Measured Incoming Rate

In order to calculate the system efficiency, the incoming rate of 11Be onto the target

must be measured. This was done by calibrating the beam timing scintillator raw

scaler rate to the Sweeper focal plane thin scintillator with the 11Be unreacted beam,

tuned to travel straight to the middle of the focal plane thin scintillator. By taking

into account the live-time of the production runs, the total number of incoming nuclei

can be calculated and compared to raw rate of the beam line scintillator. The raw

scaler rates between the focal plane thin scintillator and the beam line scintillator

indicate they are over 99% coincident.
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Figure 4.24: The background seen in the ungated ToFn parameters nearly completely

disappears when gated on a coincident 10Be residue. A smaller peak near 30 ns in
the ungated spectrum is due to prompt γ rays induced by the beam on the reaction
target.

4.4.6 Detector Acceptances

Again ST-mona is used to simulate the focal plane acceptances and match to the

focal plane parameters. Figure 4.25 shows the simulated curve with the focal plane

data for experiment 07503. Data from CRDC2 is also shown to ensure the y angles

and positions match the real distributions. It was not used in the calculation of the

efficiency or isotopic identification, since fitting such a restrictive distribution leads

to large uncertainties. The large angular spread needed to match the focal plane

detectors causes some of the acceptance to be cut by the limit of the thin focal plane

scintillator, which is ± 200 cm in both the x and y directions. This acceptance cut is

illustrated in Figure 4.26 with simulated data and the ± 200 cm cuts are shown. This

cut reduces the acceptance by 23%. Including the geometric acceptance of CRDC1

and the blocker, an additional 13% misses the focal plane detectors.

In addition to the acceptance cuts of the 10Be residue, the neutrons are collimated

by the edge of the 0.25 inch steel neutron “window” at the back wall of the Sweeper

Magnet vacuum cavity. This opening is 14 cm in the vertical (y axis) direction and
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Figure 4.25: The important focal plane parameters are compared to ST-mona simu-
lated events for experiment 07503. Due to the small acceptance of CRDC2 in the y
direction, it was not used to gate 10Be.

cuts some of the neutrons that receive a strong vertical kick in the center of mass from

the decay of excited 11Be. The thickness of the iron also reduces the overall neutron

flux at MoNA by 4% due to scattering off iron nuclei at angles that miss MoNA. This

4% loss in acceptance must be taken into account when determining MoNA’s intrinsic

efficiency.

All these acceptances were programmed and accurately into the ST-mona simula-

tion code and used to adjust the detected count for the system efficiency calculation.

The MoNA acceptance as a function of decay energy is reflected in Figure 4.28. For

higher decay energies the neutron acceptance dominates the losses, while for lower en-

ergies the acceptance is cut uniformly by the steel blocker and the broad y distribution

and are not dependent on decay energy.
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Figure 4.26: The y position at the focal plane thin scintillator is simulated by ST-
mona. The acceptance in the vertical direction of the thin scintillator is ± 0.2 m
(within the dotted lines).

4.4.7 Simulation Input Parameters

Since ST-mona does not have a setting specifically for a Coulomb breakup reaction,

the input parameters must be set to reproduce the measured detector distributions

as accurately as possible. Figures 4.25 and 4.27 display the results of this effort.

In order to properly fit the dispersive parameters in the focal plane, the incoming

beam angle centroid was set off zero. This setting is confirmed by the x distribution

in MoNA (Figure 4.27). The wide distribution in the y direction accounts for the

largest acceptance cut in the focal plane detectors. By not using CRDC2, the precise

values for the input parameters have less an effect on the final acceptance of the thin

scintillator, as illustrated by Figure 4.26. The distributions for the x position and

angle in the focal plane still did match exactly to the data as seen in the left panels

of Figure 4.25, but they do not significantly effect the acceptance of the system.
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Figure 4.27: The x and y positions are simulated by ST-mona and agree well with the
data from experiment 07503. The center of the x distribution at MoNA is not at zero
and this agrees with the input angle required to simulate the focal plane data. The y
distribution in MoNA is cut by the Sweeper gap of 14 cm, and agrees well with the
angles used by the simulation.

4.4.8 System Efficiency

Integrating the total E1 cross section (σE1) curve from the virtual photon method

(Equation 4.6) between 0 to 4.0 MeV, returns a cross section of 1.21 barns for a 197Au

target. This number is used along with the target thickness (d in mass per area) to

determine the reaction rate for the 11Be beam and thus, the number of neutrons (Nn)

available for the system to detect:

Nn = σE1Nbeam(d/m)NAτliveεMoNAεfpηMoNAηfp (4.11)

where m is the molar mass of the target and NA is Avagadro’s number; τlive is

the live-time ratio of the DAQ system. εMoNA, εfp, ηMoNA, and ηfp are the intrinsic

efficiencies and geometric acceptances of MoNA and charged particle detectors that

make up the total system efficiency.

During the production run, 85.8×106 11Be nuclei passed through the gold target

resulting in 71633 10Be–neutron pairs. A total of 9900, or 13.8%, were detected with

the necessary detector combination to identify the 10Be residue and reconstruct the

decay energy spectrum. When the live time (τlive= 47.45%) is accounted for, the total
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Figure 4.28: The acceptance of MoNA for the E1 excitation of 11Be to 10Be + n as
a function of decay energy.

system efficiency is 29%. When acceptance cuts are taken into account the intrinsic

efficiency of all the detectors (εMoNAεfp) is calculated to be 68%. This includes the

target and thin scintillators, focal plane CRDC1, and MoNA. Table 4.3 lists the

intrinsic efficiencies and geometric acceptances for the focal plane detectors (as a

whole) and MoNA. The uncertainties quoted for the are based on the simulation fit

uncertainties, and the range of fits that still match the data from Figure 4.25.

This calculated intrinsic neutron efficiency of MoNA is 73 ± 6 % is determined

by measuring (or simulating) all other variables from Equation 4.11. The result is in

range of the design goal of 70 % and consistent with the Geant simulations in Figure

4.7.

Table 4.3: Detection intrinsic efficiencies and geometric acceptances for the Sweeper
focal plane detectors and MoNA for 07503.

τlive εMoNA εfp ηMoNA ηfp
47.45 % 73.0 ± 6% 79.9 ± 1% 62.8 ± 3% 67.3 ± 5%
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Figure 4.29: The fragment angle calculated through the CDCC method is compared
to the angle simulated by ST-mona to match the focal plane data.

4.4.9 CDCC Cross Section Calculations

An alternative to calculating the cross section with the virtual photon method is

the continuum discretized coupled channels (CDCC) method [24, 25]. This method

includes contributions and interferences between the many possible excitation levels,

and the small nuclear (diffractive) decay channel is accounted for. The results of the

calculation [61] are compared to the virtual photon decay curve and plotted in Figure

4.30. The total integrated cross section for the CDCC calculation is 1.26 barns (a

little higher than the 1.21 barns calculated using the virtual photon method).

This method also yields a three dimensional differential cross section, that includes

the angles and relative energies of the neutron and the 10Be residue in the lab frame.

Figure 4.29 plots the CDCC calculated differential cross section as a function of

10Be angle, folded by the spread of the incoming beam used by ST-mona to fit the

target-out focal plane data. The angle used by ST-mona to fit the 07503 data is also

plotted. When this CDCC cross section curve from Figure 4.30 is put into ST-mona,

the lower geometric acceptance of the higher decay energy events (above 2.0 MeV)
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Figure 4.30: The calculated cross sections using the CDCC and virtual photon meth-
ods (described in the text). The distribution is slightly different, and the integrated
cross section for the CDCC curve is 1.26 barns and 1.21 barns for the virtual photon
cross section.

reduces the number of events (as per Figure 4.28) by more than the increase due

to the total cross section. The resulting MoNA efficiency is higher than the virtual

photon method results (78% compared to 73 %).
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Chapter 5

One Neutron Knockout of 10Be

5.1 Introduction

A secondary beam of 99% pure 10Be (used for detector calibration of the 12Be exper-

iment where the reaction residue is 10Be) was utilized further to perform a measure-

ment of the inclusive single-neutron knockout cross section to 9Be to compare with

theory.

Using the shell model, the shell-level configuration and the spectroscopic factor

for the valence nucleons can be calculated. These single-particle calculations, along

with the eikonal reaction model [24], can calculate the cross section for the single-

neutron knockout reaction of 10Be to 9Be. The eikonal approach assumes a sudden,

straight-line trajectory for the nucleon’s constituents and has been shown to be valid

at the intermediate energies of radioactive beam production at NSCL [62]. These

calculations do not include repulsive short-range 3-body nucleon-nucleon hard core

interactions [63] and experimental cross sections rarely match the theoretical cal-

culations for many systems where the short-range effects cannot be ignored. The

ratio between the corresponding spectroscopic factors C2S is known as the reduction

factor (Rs). The reduction factor represents a physically meaningful property when

the shell model calculations remain a consistent reference for comparing a variety of
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Figure 5.1: The reduction factor for a variety of different reactions is plotted versus the
difference of nucleon separation energies (∆S equals Sn - Sp for neutron spectroscopic
factors and Sp - Sn for protons). Figure reprinted from Reference [72], data originally
compiled by Lee et. al [71] (see text for list of References).

different systems. Rs has been shown to follow a trend as a function of the differ-

ence between the neutron and proton separation energies ∆S for proton and neutron

knockout [64–68], (e,e’p) [69], and calcium transfer reactions [70], for energies ranging

from 50-2000 MeV/u [71], see Figure 5.1.

This is the first measurement of the 0p3/2 neutron knockout (9Be(10Be,9Be)X)

in a neutron-rich nucleus and is the mirror process to the 0p3/2 proton-knockout in

neutron-deficient 9C [68]. This measurement will allow a comparison of single-particle

abundances for the same 0p3/2 shell at two extremes of bound nuclei.

5.2 Experimental Details

A primary beam of 18O was accelerated through the Coupled Cyclotron Facility at

the NSCL [31] to 120 MeV/u and impinged onto a production target of 9Be with

a thickness of 1222 mg/cm2. The secondary beam of 99% pure 10Be with ± 0.5%
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momentum spread was separated from the resulting production target cocktail by

the A1900 fragment separator utilizing a 750 mg/cm2 acrylic wedge installed at the

dispersive plane, see Figure 3.1.

The 10Be beam was directed into the N4 vault and onto a reaction target of

9Be with a thickness of 102 mg/cm2 at the target position in front of the Sweeper

magnet. The Sweeper Magnet focal plane detectors were used to identify and count

the reaction products.

The basic setup is shown in Figure 3.2, with the only change being that the blocker

was moved out of the active range of the CRDCs. The focal plane acceptance was

measured at nearly 18% momentum spread. Since the inclusive cross section was

being measured, the electronics were run in Sweeper singles mode, thereby recording

all events that reach the Sweeper focal plane.

5.3 Analysis

5.3.1 Cross Section Calculations

The reaction cross section was calculated with:

σexp =
N9

(Nbeam(d/m)NA)
(5.1)

where d/m is the target thickness in mass per area divided by its molar mass. With a

102 mg/cm2 9Be target and NA (Avogadro’s number), the target nuclei per millibarn

for this experiment was 6.8×10−6. The number of 9Be nuclei measured (N9) in the

focal plane was adjusted for the efficiency and the incoming beam count (Nbeam) was

adjusted for live time.

nbeam was determined by using of a barium-fluoride (BaF) detector installed next

to the production target in front of the A1900 (Figure 3.1). It is not inserted into the

beam path but measures the radiation produced at the 9Be production target. The
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Figure 5.2: Dispersive (x) angle versus fragment ToF. The two gates select 9Be (left)

and 10Be (right).

count rate of the BaF is proportional to the primary oxygen beam intensity which,

in turn, is proportional to the secondary beam rate of 10Be. The BaF scaler count,

calibrated by deflecting the 10Be beam directly into the Sweeper focal plane thin

scintillator, was used to determine the cross section for the production runs.

Even though the Sweeper magnet was set to accept the 9Be, some 10Be from a

low momentum tail of the initial secondary beam distribution reaches the Sweeper

focal plane. These two isotopes must be separated and identified as described in

Section 3.4.2. Figure 5.2 shows the adjusted ToFrigid versus the dispersive angle in

the Sweeper focal plane detectors, clearly separating 10Be and 9Be.

While trying to optimize the Sweeper magnet, two different settings were recorded.

The first setting at 3.1 Tm clearly accepts nearly the whole distribution of the 9Be

residue as shown in Figure 5.3 but also accepted much more 10Be beam, requiring

stricter limits on the incoming beam rate to avoid quenching the CRDCs (that should
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Figure 5.3: Sweeper focal plane acceptance of the 9Be residue from the 1n knockout

of 10Be for run 2114. Transmission for this run is nearly 100%, but the total count is
much less than in run 2121.

not be run with more than 104 particles per second). The second setting at 2.9 Tm

included less 10Be as shown in Figure 5.4, but cut 19% of the 9Be reactions.

The cross section measurement depends on determining the efficiency and geo-

metric acceptance of the residue to properly scale the recorded counts. A tight beam

focus in the dispersive direction (x) caused a large spread in the y direction extend-

ing beyond the acceptance of CRDC2. A timing limit on the drift time for CRDC2

caused a cut at about 100 mm as shown if Figure 5.5. The total CRDC acceptance

was 67±6% of the reacted 9Be, and was taken into account when calculating the cross

section. The efficiency of all the focal plane detectors were measured by a calibration

run of the unreacted 10Be deflected into the focal plane through both CRDCs. The

measured charged particle efficiency of 36±1% was also factored into the cross section

determination.

Because 9Be has no bound excited states, the inclusive cross section directly mea-

sured the total knockout cross section to the ground state including stripping and

diffraction and a negligible Coulomb component. The cross sections for the single
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Figure 5.4: Sweeper focal plane acceptance of the 9Be residue from the 1n knockout of
10Be for the production run 2121 is cut by the horizontal edge of CRDC2 at 150 mm.
Transmission is determined by integrating the Gaussian fit and is 81±4%.

particle, stripping, and diffraction channels were calculated using the eikonal ap-

proach [73]. With the spectroscopic factor, C2S, calculated using the WBP interaction

in the p-shell [6], the total cross section can be determined by:

σth = (A/A− 1)C2S(σstr + σdif + σC) (5.2)

where A is the nuclear mass of 10Be. Contributions from the wave function overlap

or mismatch factor and the Coulomb cross section σC , were determined to be less

than 1% and ignored in the present calculation [74]. The WBP shell-model interaction

is specifically constructed for the 0p1s0d shell including perturbative effects from the

neighboring 0s and 0f1p shells.

The experimental cross section was calculated with the theoretical cross sections

listed in Table 5.1 along with the calibrated BaF yield of incoming 10Be of 5.5×106

and 569 recorded 9Be residues. Dividing out the charged particle detectors efficiencies

(36±1%) and geometric acceptances (67±6%), and dividing by the 102 mg/cm2 Be
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Figure 5.5: Sweeper focal plane acceptance of the 9Be residue from the 1n knockout

of 10Be for the production runs is cut by the vertical limit from the drift time of
CRDC2 at 100 mm. Transmission is determined by integrating the Gaussian fit and
is 83±4%.

target thickness, yields 68 ± 7 mb. The largest uncertainties are from the fits to the

acceptance regions of CRDC2 and the low total count of 9Be. As displayed in Table

5.1 and plotted in Figure 5.6, this results in a reduction factor (Rs) of 0.66 ± 0.07.

This factor expresses the reduction of the single-particle occupancy due to short-range

correlation effects.

Since the 0p3/2 neutron knockout (9Be(10Be,9Be)X) is the mirror process to the

proton-knockout in neutron-deficient 9C [68], this measurement allows a comparison

of single-particle abundances for the same 0p3/2 shell at two extremes of the chart of

the nuclides. Not surprisingly, due to their near mirror relationship, there are several

similarities shared by the (10Be,9Be) and (9C,8B) systems. Both reaction residues

have no bound states, and their ∆S values are both near -13 MeV, (9C,8B) Sp-Sn

equal to -12.96 MeV and (10Be,9Be) Sn-Sp equal to -12.8 MeV. Comparing this new

result with the 0p3/2 proton-knockout of 9C near the proton drip line, reveals a

decrease in the reduction factor from 0.82 ± 0.06 to 0.66 ± 0.07. Some differences
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Figure 5.6: The reduction factor for a variety of different reactions is plotted versus
the difference of nucleon separation energies (∆S). The green point is added for the
current measurement of the 1n knockout of 10Be at ∆S = -12.8 MeV.

between the two systems include the magnitude of the WBP shell-model spectroscopic

factors, 0.94 protons for 9C compared to 2.45 neutrons for 10Be, where the extreme

single-particle shell model would place 1 proton and 3 neutrons in the 0p3/2 shell,

respectively. Another difference is that 10Be is one neutron from removed a neutron

halo state while the 8B residue is considered a proton halo [68]. The large effective

radius of a halo nucleus could lead to less short-range correlations expressed by the

reduction factor.

Table 5.1: Theoretical calculations for the 1n knockout and diffraction (nuclear)

breakup channels of 10Be to the ground state of 9Be. The total theoretical cross
section calculated per Equation 5.2 is compared to the current measurement to de-
termine the reduction factor, Rs.

σstr σdif C2S σth σexp Rs

30.3 (mb) 8.0 (mb) 2.45 104 (mb) 68±7 (mb) 0.66±0.07
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Figure 5.7: The reconstructed dispersive (x) angle of the 9Be residue plotted ver-
sus the parallel momentum. The distribution is cut by the geometric acceptance of
the Sweeper. The contour illustrates the gate used to recover a portion of the true
distribution.

5.3.2 Parallel Momentum Comparisons

An additional check of the knockout process in the parallel momentum distribution.

The angular momentum quantum number l of the stripped nucleon will determine

the relative spread of residue’s momentum distribution. A value of l equal to 1, cor-

responding to the stripping of a p shell nucleon, will result in a parallel momentum

distribution that is wider than that for l = 0, but narrower than l = 2. This is due

to an effect of the uncertainty principle where the larger spacial distribution of the

lower angular momentum states will result in a smaller energy distribution. Since

the ground state of 10Be is 0+ and the state of 9Be is the 3/2− ground state, the

momentum distribution of the residue should match well with a 0p3/2 shell neutron.

Fragments that exit the target at large angles will strike the frame of the Sweeper

magnet detector box, or miss the active region of the charged particle detectors, and
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Figure 5.8: Parallel momentum distribution of the unreacted 10Be beam through the
target. The Gaussian distribution, with a standard deviation of 13.1±0.8 MeV/c, was
folded into the eikonal model momentum calculations used to fit the data in Figure
5.9.

fail to reach the thin scintillator trigger at the back of focal plane detector box. If

this acceptance cut is correlated to the parallel momentum (which is true for the

dispersive x plane), the resulting distribution will not accurately represent the actual

distribution of the 9Be fragments exiting the target. Gating on a region within the

angle-versus-momentum phase space that is not cut by the acceptance produces a

distribution that accurately represents the true parallel momentum. Figure 5.4 shows

how the dispersive position distribution is cut by the edge of CRDC2 for run 2121 with

a Sweeper setting corresponding to a central Bρ of 2.9 Tm. Figure 5.7 shows the gate

on reconstructed dispersive angle (θx) versus the reconstructed parallel momentum

used to recover a portion of the true distribution of 9Be. Run 2114 taken with the

Sweeper magnet rigidity set to 3.1 Tm did not cut the distribution of the 9Be residue

as shown by Figure 5.3.

To increase the statistics the parallel momentum data from the higher rigidity

setting (run 2114) was scaled and grouped with the gated lower rigidity data from

run 2121. In order to compare theoretical distributions with the data, the theoretical
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Figure 5.9: Parallel momentum distribution fitted with three theoretical curves. The
data and error bars from run 2114 are scaled to match run 2121. The s, p, and d wave
knockout fits are individually scaled.

curve must be folded by with the parallel momentum of the incoming beam and

boosted to the lab frame by multiplying the center-of-mass theoretical distribution by

the Lorentz scaling factor (1.08) of the beam. The resulting distribution is then offset

to match the centroid of the data. The unreacted beam’s momentum distribution is

plotted in Figure 5.8 and the Gaussian fit to this data has a standard deviation of

13.1 ± 0.8 MeV/c.

Figure 5.9 shows the overlay with three parallel momentum calculations corre-

sponding to the knockout from three different spin states used for the ground state

of 10Be, l = 0,1, and 2 calculated by the eikonal approach [74]. The calculations for

the l = 0 and 2 curves were calculated as if the ground state of 10Be was from a s1/2

and d5/2 shell level, respectively, even though the 10Be ground state is known to be

p3/2 . The parallel momentum of the 9Be residue is calculated from the reconstructed

energy using the inverse transformation matrix described in Section 3.6.2. Since the

magnitude is also a free parameter, the three curves were then each scaled indepen-

dently to illustrate that the p3/2 curve is indeed the best match to the data. The
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discrepancies at low momenta is common for these types of fits, and reported to be

caused mostly be diffractive breakup [24].

5.4 Conclusions

The parallel momentum calculated by the eikonal reaction model successfully re-

produces the expected 0p3/2 neutron knockout distribution for the 9Be(10Be,9Be)X

reaction. The calculated reduction factor of 0.66±0.07 is slightly less than other 1n

knockout systems near ∆S = -13 MeV. It is also slightly less than the mirror system of

0p3/2 proton knockout in a neutron-deficient 9C nucleus with the 12C(9C,8B)X reac-

tion [68], with Rs equal to 0.82±0.06. To the extent that this difference is significant,

the proton-halo property of 8B might lead to less short-range correlations. Some com-

parisons between 9C’s true mirror nucleus, 9Li, made in references [68,75,76] suggest

other unexpected properties exist for 9C, which might account for the differences.
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Chapter 6

Ground State of 12Be

6.1 Introduction

As discussed in the previous chapter, spectroscopic factors from knockout reactions

are used as a diagnostic tool to study the single-particle occupancy of nuclear shells.

The experiment described in the previous chapter focused on the 0p3/2 shell level

population of 10Be. The experiment detailed in this chapter is more complex and ex-

plores the relative single-particle occupancies of a few different shell levels comprising

the ground state of 12Be.

12Be is at the neutron drip line and the supposedly magic number N = 8. This

shell gap is known to break down away from the valley of stability at the neutron halo

nucleus 11Be that has a 1/2+ (1s1/2) ground state [19], while the order for filling shell

levels for stable nuclei would place the seventh neutron in the 0p1/2 shell level. For

11Be, this 1/2− state is at an excitation energy of 320 keV. The ground state of 12Be

is mostly comprised of an admixture of different two-neutron wave functions above

a 10Be core. Previous experiments have quantified the wave function as containing

about 25% (1s1/2)
2 and about 25% (0p1/2)

2 paired-neutron configurations [29, 30],

while the remaining 50% is thought to be mostly in the (0d5/2)
2 configuration [77,78].

The strong component of the (0d5/2)
2 wave function is thought to indicate correlations
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Figure 6.1: The diagram shows the simple shell level layout for 11Be after stripping of

one valence neutron (open circles) from 12Be. The first three levels in 11Be correspond
to these single-particle states [19, 80]. The resonant neutron-decay channels to 10Be
seen in the current study are highlighted.

from nucleon pairing as discussed in [79] and coupling to vibrational modes [77].

The study is further complicated by the nature of the possible 11Be states after the

1n knockout of 12Be. If a 1s1/2 neutron is stripped from the (1s1/2)
2 configuration, the

residue is in the ground state of 11Be. Stripping from the (0p1/2)
2 configuration leads

to a decay via γ-ray emission of 320 keV. Stripping from the (0d5/2)
2 configuration

leads to a 5/2+ unbound state in 11Be at 1.78 MeV. Figure 6.1 illustrates the various

single-particle wave function components and their decay paths for the stripping of

one neutron.

There is also the possibility to knockout one of the non-valence neutrons of 12Be

leading to an excited hole-state in 11Be. The 0p3/2 shell level, with four neutrons,

is a good candidate for just such a reaction. The possibilities for exciting states not

coupled strongly to a single-particle state above 10Be or a hole from the 12Be ground

state wave function are limited and not expected to contribute greatly to the 10Be +

n coincident data. Although, there may be core-excited configurations that lead to the

observed states in 11Be through 1n stripping that do not involve the paired-neutron
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Table 6.1: Summary of results from previous studies of the ground state wave function

of 12Be. The first experiment [29] could not measure neutron unbound states, while
results from the second experiment [30] agree well with the first for the bound states.

Ref. Ebeam
11Be jπ E (MeV) Sexp

[29] 78 MeV/u 1/2+ 0.0 0.53 ± 0.13
[29] 78 MeV/u 1/2− 0.32 0.45 ± 0.12
[30] 39.3 MeV/u 1/2+ 0.0 0.56 ± 0.18
[30] 39.3 MeV/u 1/2− 0.32 0.44 ± 0.08
[30] 39.3 MeV/u 5/2+ 1.78 0.48 ± 0.06

configurations in the unperturbed single-particle shell model description of an inert

core of 10Be in 12Be.

Yet another decay mode is through diffractive breakup of the 12Be nucleus [28,56]

as it passes through the wave function of the 9Be target leading to 10Be and two

neutrons in the decay channel, since 11Be is only bound by 0.5 MeV and the energy

imparted to the nucleus can be well above that. This mode of decay has a non-resonant

structure and forms a broad background below the resonant peaks in the 10Be + n

decay energy spectrum.

Table 6.1 displays the single-particle spectroscopic factors from the previous two

experiments (References [29] and [30]) studying the admixture of three paired-neutron

shell levels in 12Be by neutron knockout to 11Be. The values for Sexp quoted in the

table are the spectroscopic factors from 12Be 1n knockout to the corresponding 11Be

states (third column) and not necessarily only from the paired-neutron states in the

12Be wave function. These 11Be states can be populated by 1n knockout reactions

that may include configurations that are not simply paired neutrons above an inert

10Be core, but can to contribute to the cross section to these states [78].

While the first experiment [29] could only measure cross sections to the two bound

states, both experiments agree that roughly 50% of the total occupancy of the assumed

two valence neutrons above a 10Be core are in configurations other than the (1s1/2)
2

or (0p1/2)
2 for the ground state 12Be. The second experiment [30] did not find all of
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the remaining missing single-particle strength in the 5/2+ spectroscopic factor with

roughly 25% still missing. The result suggests equal parts for all three paired-neutron

configurations. The current experiment attempts to confirm the results of the second

experiment at over twice the beam energy and with the superior neutron efficiency

of MoNA, compared to the DeMoN array used in [30].

6.2 Experimental Details

A primary beam of 18O was accelerated through the Coupled Cyclotron Facility at the

NSCL to 120 MeV/u and impinged onto a production target of 9Be with a thickness

of 1081 mg/cm2. The secondary beam of 99% pure 12Be with ± 0.5% momentum

spread was separated from the resulting cocktail by the A1900 fragment separator

utilizing a 750 mg/cm2 arcylic wedge installed at the dispersive plane, see Figure 3.1.

The secondary beam was directed into the N4 vault and onto a reaction target of

9Be with a thickness of 102 mg/cm2 at the target position in front of the Sweeper

magnet. The Sweeper magnet focal plane detectors were used to identify and count the

charged-particle reaction products. A thick steel plate was installed in front of the first

CRDC to protect the CRDCs from the high rate of the secondary beam (see Figure

3.2). The rigidity of the 12Be was too high to deflect it into the focal plane directly for

a rate calibration and thus, all measurements for the cross section to different decay

channels are taken relative to each other and calculated by comparison to previous

measurements of Ref. [30].

Since the “common stop” signal used in the 12Be experiment was the focal plane

thin plastic dE detector for all MoNA TDCs and Sweeper channels, instead of the tar-

get scintillator, the ToF measurement of the neutron was calculated by subtracting the

target scintillator time from the average left and right MoNA times. This additional

step adds to the uncertainty of the ToF measurement. Using the resolution of the

thin plastic dE scintillator (σ = 0.2 ns), yields a total of standard deviation = 0.4 ns
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Figure 6.2: Isotope identification with a two dimensional gate. a) Gates are applied

to select (from left to right) 9Be, 10Be, and 11Be. b) The same plot in coincident with
a neutron event in MoNA.

for the neutron time-of-flight ToFn.

6.3 Analysis

Beryllium residues were gated by energy loss (dE) through the focal plane thin plastic

scintillator. Since the beam was also beryllium, a nearly all inclusive gate is made to

the dE-TKE spectrum and applied to the angle-ToF plot for isotope identification.

This is completed by using the ToFrigid method as discussed in Section 3.4.2. Figure

6.2 shows the gates used to select difference reaction residues. Part b of the figure

confirms the identification of 10Be, not only by its angle through the focal plane de-

tectors but also its relative rate of coincident neutrons compared with other beryllium

isotopes.

Reconstruction of the target angles and position for the charged particles in the

focal plane is then completed using the process described in Section 3.6.2 without the

use of the beam-line tracking detectors (due to their inefficiencies for low Z beams).

The reconstructed energy and angles of the residues at the target are combined with
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Figure 6.3: Reconstructed energy spread of the 10Be residue in coincidence with a
neutron in MoNA.

the corresponding parameters for the neutrons in MoNA to determine the relative en-

ergy and opening angle between them. Figures 6.3 and 6.4 plot the measured kinetic

energies for the coincident 10Be residue and neutrons, respectively. Subtracting the

neutron velocity from the reconstructed fragment velocity yields the relative velocity

spectrum shown in Figure 6.5. The similarity in spectrum shapes for the neutron

kinetic energy and the relative velocity illustrate that most of the kinematic “re-

sponse” of the reaction is carried by the neutron (due to it being 1/10 the mass of

the fragment).

Data shown in Figure 6.6 illustrates the relationship between relative velocity

and opening angle for the 10Be + n coincident data. The strong peak near 0,0 is

from the highly excited 3.96 MeV state in 11Be decaying to the 2+ state of 10Be (E

= 3.87 MeV) with the surrounding rainbow shape produced mostly by decay of the

5/2+ (1.274 MeV) state. This spectrum is an alternate way of displaying the pertinent

kinematic parameters used for the calculating the decay energy with Equation 3.7.

To account for acceptance cuts that may affect the resonant shape of the final

decay energy spectrum, the MoNA/Sweeper Monte Carlo simulation (simple track)
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Figure 6.4: The neutron kinetic energy has a much larger range due to its small mass.

is again utilized configured as ST-mona (with MoNA/Sweeper detectors). It is run

with the known widths and energies of the three resonant peaks populated with

sufficient intensity with this setup, plus one thermal background curve simulating both

the non-resonant neutrons and the diffractive breakup channel with two-neutrons.

The input beam properties were adjusted to reproduce the angles and positions of

the residues in the focal plane. Although the beam line tracking detectors were not

used, they have little effect on the final decay energy spectrum since most of the

kinematic properties are carried by the lighter neutron. After the simulation folds in

the various detector resolutions for MoNA and the focal plane detectors (which in turn

translate to target angle and energy resolutions), the final decay energy simulation is

calculated and plotted on top of the data in Figure 6.7.

6.3.1 Comparisons to Previous Results

Due to the high energy of the 12Be beam (91 MeV/u) and the position of the steel

blocker in front of the Sweeper focal plane, the unreacted beam could not be deflected

into the focal plane detectors for a beam rate calibration as was done for the one-
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Figure 6.5: The relative velocity (neutron minus fragment) looks very similar in shape
to Figure 6.4 and is slightly asymmetric due to the greater acceptance of forward-
emitted neutrons.

neutron knockout of 10Be in Chapter 5. By simulating the reaction through the ST-

mona code a relative comparison of the intensities, and by extension the cross sections,

of the four curves can be made and compared to previous work.

Using the relative cross sections of the four decay channels in Table 6.2 reported

by Reference [81] a fit to the current data taken is shown in Figure 6.7. The individual

resonances are drawn and listed with their corresponding relative intensity (i.e. 0.069

is 6.9% of the integrated cross section less than 3.5 MeV is accounted for by the

1.274 MeV 5/2+ state). The fit is a least-χ2 fit between energies 0.2 and 3.5 MeV for

the scaling factor. The data from the current experiment are shown with statistical

error bars and matches very well for the whole fitting region. In Figure 6.8 the relative

intensity of each curve is a treated as a free parameter but the absolute scale for the

data was fixed at 1.09.

The only resonance not consistent with the previous measurement is the highly

excited 11Be decay to the 2+ state in 10Be. This apparent discrepancy of 40% can

be accounted for by considering the efficiency and acceptance issues of low relative-
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Figure 6.6: The relative angle and the relative velocity (neutron minus fragment)
contains all the kinematic “information” used to calculate the decay energy.

energy zero lab-angle neutrons for the experimental setup of Ref. [30]. The efficiency

for the lowest decay energies is less than the rest of the spectrum due to the lack of a

large-gap dipole to deflect the charged particles off beam axis in the DeMoN setup.

This low energy decay channel is likely caused by knockout of a non-valence neu-

tron in 12Be leading to a highly excited state in 11Be where the spin and parity of this

excited single-particle state decays predominantly to the 2+ state in 10Be. This core

neutron is thought to be in the 0p3/2 shell as calculated by B. A. Brown [27] using

Table 6.2: Decay energies and widths used by simple track for 12Be decay simula-
tion and relative comparisons (fexp) (taken from Figure 6.8) to the measured cross
sections reported in Steve Pain’s Ph.D. thesis [81].

Edecay (MeV) Width (keV) decay residue σpain fexp

1.274 Γ=100 10Be g.s. 22.4 ± 4.4 1.04 ± 0.2

2.186 Γ=150 10Be g.s. 18.3 ± 3.7 1.04 ± 0.4

0.082 Γ=15 10Be 2+ 13.7 ± 2.7 1.41 ± 0.05

3.50 thermal 10Be g.s. 271 ± 54 0.96 ± 0.09
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Figure 6.7: Fit to resonances listed in Table 6.2 simulated by ST-mona with cross
section ratios as reported by [81]. The solid black line is the sum of the four decay
curves: 0d5/2 = violet, 1p3/2 = red, decay to 10Be 2+ = green, diffractive channel
= light blue. The fit is optimized for energies between 0.2 and 3.5 MeV. The only
fit parameter returns 1.09±0.01 for the scale between the simulation counts and the
data (used in Figure 6.8).

the WBP shell model calculations described in [6] that would decay roughly 90% to

the 2+ state in 10Be. Reference [30] attributes this decay channel to at 5/2− state

that decays 50% to the 10Be ground state (a decay energy of 3.46 MeV) and 50% to

the 2+ state in 10Be. They cite Reference [82] that identifies the 3.96 MeV as a 5/2−

state and the state at 3.4 MeV as 3/2−. A resonance with 3.46 MeV decay energy

is outside of the acceptance range for an accurate analysis in the current study. But,

Reference [80] describes a nearby 5/2− state at 3.90 MeV separate from the 3/2−

state at 3.96 MeV, that could account for this discrepancy. Considering the other

3/2− state at 2.69 MeV could also come from stripping a neutron out of the 0p3/2
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Figure 6.8: Same as Figure 6.7 with overall scale fixed at 1.09 while all four individual
decay curves are adjusted relative to the reported cross section measurements [81] used
for Figure 6.7, to find the best fit to the data. The fit range for this plot is 0.0 to
3.5 MeV. The fit values represent the ratio of our data to the cross sections reported
by [81]. The only resonance that is not consistent with the previous measurement is
the highly excited 3.96 MeV 3/2− state in 11Be decaying to the 2+ state of 10Be.

shell, further shell-model analysis is needed to determine the coupling to the various

states and their coupling to the 2+ state in 10Be and the role core excitation plays in

the initial 12Be.

The other three decay curves fit very well with the previous measurement and

confirm the spectroscopic factors to the 5/2+ state in 11Be reported in reference [30]

that is produced mostly by stripping of one of the (0d5/2)
2 neutrons in the ground

state wave function of 12Be.
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6.3.2 Diffractive Breakup and Two-Neutron Decay

The relative intensities of the fitted resonances depend on the shape and intensity of

the non-resonant background curve. The diffractive breakup of 12Be to (11Be* + n)

leading to (10Be + 2n) or directly to (10Be + 2n) is accepted by the gate used in

Figure 6.2 and is a large contribution to the non-resonant background in both Figure

6.7 and 6.8. The precise shape of the cross section spectrum for this decay channel is

not known, but was modeled by the diffractive channel leading to bound (11Be + n) in

Ref. [30]. The acceptance for 11Be reaction residue in the current study was severely

cut and would not lead to a reliable estimate of the shape of the diffractive decay

spectrum. The current analysis was made using a thermal (Maxwell) distribution with

a temperature of 3.5 MeV per Equation 4.3 and closely matches the diffractive curve

used by Ref. [30]. One piece of evidence supporting the choice of modeling the non-

resonant breakup decay is that the two regions of the spectrum that are dominated

by only this channel (near 0.5 and 2.7–3.5 MeV) are fit very well by the 3.5 MeV

thermal distribution. Although, it is clear that the large uncertainty in the relative

intensity of the 3/2− state at 2.1 MeV in Table 6.2 is largely due to the uncertainty

in the non-resonant curve, and the lower acceptance as decay energy increases.

Analyzing the decay energy curve for events with two neutrons in the decay chan-

nel is different than for those with one neutron. Since the two neutrons in this case

may not to be correlated with each other, and the decay energy is calculated from the

energy and angle of the first valid hit in MoNA, the resulting decay energy spectrum

would have a wider spread of energies then the actual reaction energy of the decay.

For example, given an uncorrelated two-neutron decay from a state 500 keV above

the two-neutron separation energy, the sum of two decay energy calculations using

the same energy and angle of the charged particle residue would equal 500 keV, but

for just the first neutron, the calculated decay energy spectrum would be a curve

between 0.0 and 500 keV (not including resolution effects). Furthermore, the first
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neutron is not necessarily the neutron with the most decay energy (in the center of

mass reference frame), since the initial reaction plane could project a fast neutron

backwards in the lab frame, while the slower one reaches MoNA first and is used for

the decay energy calculation. In the current experiment, the actual reaction energy

for the diffractive breakup to two neutrons is not a distinct state, but instead a broad

distribution caused by the overlap of the target nucleus onto the neutron wave func-

tion of 12Be [56]. The calculated decay energy for the first of two released neutrons,

would be less than the total reaction energy. It is this calculated decay energy of the

first neutron that is simulated by the thermal distribution (Equation 4.3) at 3.5 MeV

with a peak energy near 0.5 MeV. The MoNA/Sweeper system acceptance for this

distribution is simulated by ST-mona and the resulting broad curve is illustrated in

Figures 6.7 and 6.8 by the light blue line.

An improved feature of the current experimental setup over the previous exper-

iment, is that by utilizing MoNA, multiple neutrons can be recorded for one event.

The absolute efficiency of MoNA is near 75% and thus, the efficiency to record two

separate neutrons is about 50%. In contrast, the DeMoN array used in [30] has an

absolute efficiency near 10% and thus the coincident two-neutron probability is closer

to 1%. An effort is being made to positively identify two neutron events that can only

come from the diffractive breakup of 12Be to get a more precise measurement of the

shape and intensity for this decay channel, thereby improving the fit to the remaining

resonances. This effort is discussed in more detail in Section 7.2.

6.4 Conclusions

The relative cross sections measured in the current experiment agree well with the pre-

vious measurements including the relative intensity for 0d5/2 knockout, and confirms

the spectroscopic factor for the 1n knockout to the 5/2+ state in 11Be predominantly

from the (0d5/2)
2 configuration in the ground-state wave function of 12Be. This spec-
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troscopic factor for the unbound decay channel does not increase the summed spec-

troscopic factor of the three paired neutron states (dominated by the stripping of one

paired neutron) to the two neutrons in these states predicted by the unperturbed

single-particle shell model description of an inert core of 10Be in 12Be. There may

be higher shell configurations adding to the ground state wave-function not yet ex-

plored, or the simple assumption of two neutrons above an inert 10Be core might

be inaccurate, and the contributions from core excitations cannot be ignored. The

reliability of the current results rest on the relative intensities of the 2.69 MeV 3/2−

resonance state in 11Be and the total non-resonant background. Close analysis sug-

gests the previous experiment did not have consistent efficiency for the low relative

energy zero lab-angle neutrons from the decay to the 2+ excited state in 10Be, and

undercounted this decay channel. The current measurement finds 40% higher relative

cross section for the decay to the 2+ excited state in 10Be from Reference [81] leading

to a cross section of 19 ± 4 mb. Further theoretical study is needed to determine the

configuration of this 3.96 MeV 3/2− state in 11Be, including its overlap to the 2+

state in 10Be and the likely mechanism from the 12Be ground state to populate this

second 3/2− state in 11Be.
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Chapter 7

Outlook

7.1 Evaluation of Design

The design goals for MoNA have been achieved by the performance shown through the

analysis of the test experiments and other studies (see Chapter 4). Two simulation

codes are shown to accurately reproduce nearly all aspects of the MoNA/Sweeper

detector system.

MoNA is well suited for moderate to high energy (30-200 MeV/u) radioactive

beam reaction experiments because of the forward focusing of the decaying neutrons

at such speeds. But, it can also be arranged off-axis, in the new vault configuration

shown in Figure 7.1 to gain acceptance for higher decay-energy resonances that emit

neutrons at higher angles in the laboratory reference frame. In addition, the modular

design capabilities of MoNA will be utilized in the future to increase the resolution

for distinguishing multiple-hit neutron events and two-neutron events.

7.2 Multiple-Neutron Capabilities

Given MoNA’s high efficiency, it has the capability to record multiple neutrons within

one fragment-coincident event. However, these events have to be identified and sepa-

122



Figure 7.1: New vault configuration for the MoNA/Sweeper system, to be completed
in the Summer of 2007 is a. a) Maximum angle position that will allow MoNA to
accept neutrons at an angle up to 55 degrees relative to the beam axis. This will
greatly increase acceptance for higher decay-energy resonances. b) Beam line position
for MoNA showing the optional multiple-wall configuration of the array.

rated from the multiple hits recorded from a single-neutron events.

This is done by plotting the incoming velocity of the first hit in MoNA versus

the velocity between the first and second hit and gating on the causality cone in

distance and time from each first hit event. Only a separate neutron (or random

background events) triggers a hit outside of this causality cone. The biggest challenge

for implementing this analysis technique is the quantization of the MoNA position

parameters. A neutron that triggers two neighboring MoNA bars in either the y–z

directions will be recorded with a 10 cm distance between the two hits. For events

where the first hit was near the back edge, 10 cm is an overestimation and vice versa

for an event where the first hit was near the front face of the bar. For these cases

the velocity between the first and second hit has a large uncertainty. To reduce this

problem, the data set should be limited (if a sufficient number of counts are available)

to events where the distance between the two hits is at least 50 cm. Indeed future
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experiments using MoNA looking for two-neutron coincident events are changing the

configuration of MoNA to include a large gap between layer D and E, creating two

walls, for better resolution of the velocity for events where the first hit is in the front

four layers (A–D) and the second hit is in the second group of layers (E–I).

An additional way of analyzing two-neutron events is by the relative intensity

of total neutron events compared with events that determined to be one-neutron

scattering events. Events where the second hit is from the same neutron as the first

hit are difficult to determine conclusively. The energy deposited by scattering off a

proton may be a simple relation,

Q1 ∝ cos2(θ1,2) (7.1)

where θ1,2 is the scattering angle between the first and second hit in MoNA, and Q1

is the recorded deposited energy of the first hit. But, there is a high cross section

for elastic and inelastic scattering off of carbon that does not follow this relation.

Nonetheless, if the signature of proton-scattered neutron events can be determined for

reactions that only have one extra neutron in the system (like the Coulomb excitation

of 11Be to 10Be + n), the ratio of these proton-scattered events to the total scattering

events should be constant (for a specific energy) since the ratio of carbon to hydrogen

in MoNA remains constant. If the ratio of proton-scattered event to the total is

significantly different for a particular experiment, the relative contribution from more

than one neutron could be calculated. Current efforts to create a robust gate for

identifying proton-scattered events include gating the inside of the causality cone

mentioned above, and looking at the energy versus scattering angle spectrum for

events that correspond to Equation 7.1.

One difficulty with calculating scattering angle is again the quantization of MoNA

positions in the y and z directions. A large scattering length gate is applied here as

well, that increases resolution but reduces the total count. Another problem that
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involves using the Q parameter as calculated by Equation 7.1 to restrict the possible

scattering angles off a proton, is the path length an energetic proton has in MoNA.

Energy-loss calculations yield a path length of about 3 cm for 90 MeV protons in

BC408 plastic. That means that nearly 30% of the highly-scattered neutrons off a

proton will not deposit all their energy in the first bar, and punch through to deposit

their remaining energy in the neighboring bar. This will lead to a calculated scattering

angle that is less than the actual one.

In an attempt to compensate for these“punch through” hits, the Q parameters

for the second hit, if it is the neighboring bar, is added to the first hit Q for a value

that is much closer to the actual energy deposited. The third hit is then analyzed

as the second hit for the purpose of determining the scattering angle. This analysis

is complicated by the non-zero probability that the neutron actually scatters three

times, twice in two neighboring bars and again in a third bar. Since the first two

proton collisions are independent of each other, the twice-scattered neutron could end

up at zero degrees again with reference to the beam angle. But, by using the analysis

procedure as described above, the energy of the first two hits would be added and

the result from Equation 7.1 will be a scattering angle too large to accept the event,

even though it is a true proton-scattered neutron. Considering the efficiency of each

vertical MoNA layer is about 25%, this could occur about 5% of the time.

Despite these challenges, progress is being is being made on both positively iden-

tifying two-neutron events and generating a standard ratio of single-neutron proton-

scattered events to total single-neutron events. The ratio will be used to calculate

the relative two-neutron component in a particular data set (for relative cross section

measurements), while positively identifying the two-neutron subset of data will be

used for calculating di-neutron decay energies.
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7.3 Other Completed Experiments

7.3.1 Oxygen Isotopes

In two separate experiments the MoNA collaboration studied neutron unbound states

for three Oxygen isotopes 25,24,23O. The first experiment used a 26Ne secondary beam

and produced the first excited states (neutron unbound) in both 24O and 23O though

2p and 2p + n knockout reactions, respectively [83]. The second experiment used a

26F secondary beam and was designed to study the unbound ground state of 25O

through the 1p knockout [84]. It also produced significant amounts of highly excited

24O decaying to unbound 23O with a final residue of 22O. Some of the two-neutron

identification techniques are being applied to these data.

7.3.2 8Li Coulomb Breakup

This experiment was performed to study the validity of nuclear-astrophysical models

by comparing relative intensities of the Coulomb excitation of 8Li at different energies.

The decay products were also measured as a function of the scattering angle (related

to the impact parameter). Since the astrophysical inverse reaction (n,γ) has been

measured and studied, a detailed study of the Coulomb dissociation, or (γ,n) reaction,

can serve as a check to the assumptions used to determine the astrophysical properties

of a reaction that cannot be studied directly. Preliminary analysis of this experiment

were reported in Reference [85].

7.3.3 Fragmentation to Multiple Unbound States

By taking 48Ca directly to our reaction target this experiment populated neutron-

unbound states directly from the fragmentation of the primary beam. Even though

the cross-section to produce nuclei near the drip line is much smaller than from

single or double nucleon knockout reactions, the beam flux increase of many orders of
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Figure 7.2: Alternate configuration of the reaction target placed in front of the fo-
cusing quadrupole triplet magnet to increase isotope separation by ToF. A high-rate
diamond detector was used for the target timing signal. The total distance to MoNA
is extended to 16.5 meters because the neutron acceptance is so small after passing
through the bore of the triplet that they do not fill the full breadth of MoNA.

magnitude is more than enough to compensate the production rate. This experiment

had a slightly different layout than the standard MoNA/Sweeper configuration and is

shown if Figure 7.2. By placing the reaction target in front of the quadrupole triplet

focusing magnet we were able to focus the fragments by their charge to mass ratio (or

Bρ) and more easily separate mass and proton number for a large range of reaction

residues. Acceptance loses due to the bore radius of the triplet magnet in between

the target and MoNA was not too restrictive to reduce the rates for many nuclei of

interest. The analysis is still being completed, but there are over 500 neutron-fragment

coincidences for at least a dozen identified nuclei [86].

7.3.4 Double-Neutron Experiments

In an effort to further test the capabilities to separate and analyze experiments with

more than one neutron, an experiment to reconstruct the unbound ground state

resonances for 12Li and 13Li was completed. They were produced by knockout from

secondary beams of 14B (2 protons) and 14Be (1 proton), respectively, using the

standard MoNA/Sweeper configuration. 12Li is unbound by more than 1 MeV while
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13Li is unbound via two-neutron decay by about 3 MeV and likely decays through a

12Li resonance on the way to a 11Li + 2n.

7.3.5 Cosmic Ray Survey

MoNA collaborators at Westmont College in Santa Barbara, California have built the

Cosmic Muon Detector Array [87] using smaller versions of MoNA detector modules.

They record muon flux per solid angle of the sky over long periods of time. Recently,

in an effort to utilize MoNA in between experiments, the FPGA logic modules were

modified to record high multiplicity self-triggered events in MoNA to compare the

cosmic ray muon flux from two opposite sides of the continent. Both detectors are

synchronized to sidereal time (time relative to the stars in the cosmos, not the sun).

A unique analysis code is used to account for MoNA’s rectangular shape to get the

angular flux.

7.4 Scheduled Future Experiments

Scheduled to run in the fall of 2007 is the di-neutron decay of 16Be. Unlike the two-

neutron decay of 13Li, the ground state resonance of 16Be is predicted to have a

two-neutron separation energy of about 1.5 MeV compared to about 1.8 MeV for the

one-neutron separation energy for 15Be. This experiment will be the first to run in

the new vault configuration and MoNA will also be separated into four walls, two

layers in each of the first three walls, and layers G–I in the last wall. Each wall

will be separated by 0.5 m. This setup should increase the resolution for identifying

two-neutron events.

A study of the unbound ground state of 21C has also been approved. This exper-

iment will utilize γ ray detectors near the target chamber as an auxiliary trigger to

distinguish the ground state from excited states of the 20C residue.
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Chapter 8

Conclusion

8.1 MoNA Efficiency and Resolution

The absolute efficiency of MoNA was measured for 90 MeV neutrons from the Coulomb

breakup of 11Be on a gold target to be 73 ± 6 %. This confirms the geant Monte-

Carlo simulation’s ability to reproduce the reaction cross section and light response

for MoNA. The Coulomb breakup cross section was calculated via the virtual photon

method [21, 23]. The results of a Briet-Wigner fit to the 7He data yields a peak at

0.425 ± 0.02 MeV with a width (Γ) of 0.18 ± 0.04 MeV; consistent with previous

measurements [20, 57]. The good agreement between Coulomb breakup data and re-

producing the unbound resonance of 7He confirms the ability to accurately model the

MoNA/Sweeper experimental setup with the simple track and geant Monte-Carlo

simulations.

8.2 10Be Neutron Knockout

The first experiment involving just the Sweeper focal plane detectors measured the

reduction factor (Rs) for the one-neutron knockout reaction of 10Be to the ground

state of 9Be. 9Be has no bound excited states, so the observance of 9Be in the Sweeper
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focal place detectors uniquely determined the reaction channel. The reduction factor

the 0p3/2 single particle spectroscopic factor in 10Be is determined to be 0.66 ± 0.07

from a cross section of 68 ± 7 mb. This value follows the trend of the reduction factor

versus ∆S (the difference between neutron and proton separation energies of 10Be)

for values of ∆S near -13 MeV/u. This result is slightly less than the reduction factor

for the mirror nucleus 9C (proton knockout from the 0p3/2 shell) [68].

8.3 12Be Ground State Wave Function

The relative cross sections measured in the current experiment confirms the spec-

troscopic factor for the 1n knockout to the 5/2+ state in 11Be predominantly from

the (0d5/2)
2 configuration in the ground-state wave function of 12Be of 0.48 from

Reference [30]. This spectroscopic factor for the unbound decay channel does not in-

crease the summed spectroscopic factor of the three paired neutron states (0s1/2)
2,

0p1/2)
2 and, 0d5/2)

2), dominated by the stripping of one paired neutron, to the total

two neutrons predicted by the unperturbed single-particle shell model description of

an inert core of 10Be within 12Be. There may be higher shell configurations adding

the to ground state wave-function not yet explored, or the simple assumption of two

neutrons above an inert 10Be core might be inaccurate and contributions from core

excitations may be important.

There is evidence for a significant increase in the reported cross section for the

knockout reaction to 3.87 MeV 3/2− state in 11Be [80] that decays predominantly

to the 3.96 MeV 2+ excited state in 10Be. Close analysis suggests the previous ex-

periment did not have consistent efficiency for the low relative energy zero lab-angle

neutrons from this decay energy, which is only 82 keV, and undercounted this decay

channel. The current measurement finds 40% higher relative cross section for this

cross section from [81], leading to a cross section of 19 ± 4 mb.

130



Appendix A

Experimental Startup

A.1 Introduction

The follow chapters describe how to manage a new MoNA-Sweeper experimental

account.

Many experimental codes run programs that reside in the /user/mona account,

like Readout and SpecTcl, but are called with setup and hardware files from within

the new experimental account.

Most of the following procedures can be done from a spice machine by logging

in with the experiment user account.

A.2 Experimental Account

A couple weeks before the experiment is scheduled to run a user account should be

created by the computer group. The user account name is set to the experiment

number (#####) issued by the PAC (like 03038 or 05124). When the account is

made a standard password will be assigned.
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A.2.1 Password

There are two passwords for every user. The first is the Linux (or DAQ) password

and must be changed to a custom one when you login the first time by using the >

yppasswd command. It will ask you to enter the original password and then your new

one twice.

The second password is for the Windows machines. Go to the Data U. and login

into a Windows machine and it will notify you that the standard password has ex-

pired and you must enter a new one. The password manager allows only ones that

include capitals, lower case, and numbers. All three groups must be represented in

the password. The Linux machines do not have this restriction, but it is advised to

choose one that can be used for both.

A.2.2 Group Members

Contact a member of the computer group or send a e-mail to add the users mona

and sweeper to the experiments user group. Also ask that the new account be added

to the mona and sweeper groups. This is to ensure that when we login as the new

account we can copy over the necessary files from the /user/mona directories. You

must also ask to add your personal account to the experiments user group along with

other collaborators of your research team. You can view the members of a group by

the following command:

> ypmatch monag group

Substitute ”monag” with ”#####g” or any group name you wish to query. You

can also find the list of groups a user account is a member of. The following is an

example for the user ”mona”.

> groups mona
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A.2.3 SSH

Many DAQ codes are called from the Data U. machine but actually run on another

machine (usually spdaq16). Since the codes are trying to communicate with the spdaq

machine, it will ask for the password before continuing. This pause in the action will

usually cause the desired program call to fail. By setting up a proper .ssh directory

you can then call these programs without providing a password.

There are directions in the Data U. for setting up the .ssh directory to ssh without

passwords, but I will cover them here as well. From a Linux Data U. machine login

in with the experiment account and follow these commands.

> cd ~/

> chmod 0750 .

> rm -rf .ssh

> mkdir .ssh

> cd .ssh

> chmod 0700 .

> ssh-keygen -t dsa -P "" -f id_dsa

> mv id_dsa.pub authorized_keys

> mv id_dsa identity

> chmod 0600 identity

> chmod 0640 authorized_keys

> cd ~/

A.2.4 Event Space

When the account was created the computer group should have also issued space on

an event disk for recording event files. Create a link called ”stagearea” to this issued

directory address.
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> cd ~/

> ln -s /user/event3/05124 stagearea

Replace event3 and 05124 with the proper assigned values issued by the computer

group.

A.2.5 Log Book

Log books are provided by the NSCL and one should be taken from the main-level

copy room. Put the date and the experiment number on the cover.

Inside Cover

I like to use the inside cover to record the list of collaborators and the password.

A.3 Bash Profile

Similar to the .ssh directory, some of the programs refer to the standard direc-

tory structure (outlined in the next chapter) and are given environment variables

within the .bashrc file. The standard bash files can be copied from the /user/mona/

Bash files directory. After logging in with the experiment account, follow these

commands.

> cd ~/

> cp -rp /user/mona/Dot\_files/ .

> cp -p ~/Dot\_files/.bash* .

A.4 Directory Structure

As mentioned above many standard programs used in the DAQ system rely on strict

directory structures and files.
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A.4.1 Mona

Copy the /user/mona/mona directory structure to the experimental account:

> cd ~/

> cp -rp /user/mona/mona/ .

Xamine Files

There are two Xamine files that get used to control the color and layout of Xamine.

To use the standard files, simply copy them from the /user/mona directory:

> cd ~/

> cp -p /user/mona/Xamine* .

A.4.2 Tandem

Copy the /user/mona/shared/exp tandem directory structure to a local tandem di-

rectory:

> cd ~/

> cp -rp /user/mona/shared/exp_tandem/ tandem

A.4.3 Experiment

Readout needs an /experiment account to run properly. Create this by:

> cd ~/

> mkdir experiment

When Readout is first tested it will automatically make the subdirectories current,

orphans, and staged. Also a folder is made after each run is completed called

run####.
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Current

The contents of the experiment/current directory is copied into each run#### folder.

It can be made by hand before starting Readout. All important setting files for the

experiment should be linked to from the experiment/current directory. Since there

are also sweeper settings files to be linked, I make two folders:

> cd ~/experiment

> mkdir current

> cd current

> mkdir mona_settings

> mkdir sweeper_settings

Then I fill the mona settings folder with important MoNA files (and the folder that

contains all the cfd settings) that might change during the experiment.

> cd mona_settings

> ln -s /user/#####/mona/config/MoNA_scaler_setup.tcl

> ln -s /user/#####/mona/config/MoNA_setup_run.tcl

> ln -s /user/#####/mona/config/MoNA_dynamic_var_run.tcl

> ln -s /user/#####/mona/config/MoNA_readout_run.tcl

> ln -s /user/#####/mona/config/MoNA_spectcl_run.tcl

> ln -s /user/#####/mona/config/MoNA_hardware_run.tcl

> ln -s /user/#####/mona/config/QDCfittedTHRE.tcl

> ln -s /user/#####/mona/config/QDCfittedSLOOFF.tcl

> ln -s /user/#####/mona/config/MoNA_Param_run.tcl

> ln -s /user/#####/mona/config/Xpos_cal.tcl

> ln -s /user/#####/mona/fpga/xlm_values.dat

> ln -s /user/#####/mona/hv_control/hv_files/Vout_current.tcl

> ln -s /user/#####/mona/cfd/
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Daniel Bazin should fill the current/sweeper settings folder with the proper

Sweeper related files, or one could try to copy them from a previous experimental

account and then he can edit them as needed. Daniel does not use links but instead

sources the settings files from this folder directly when configuring the Sweeper DAQ.

Complete

The scaler files are saved each time Readout is ended in a subdirectory of experiment.

This makes it easier to transfer all the relevant data to tape after the experiment is

finished. A new subdirectory called experiment/complete must be made.

> cd ~/experiment

> mkdir complete

A.4.4 Desktop

The Desktop directory is used by the Data U. machines to create the desktop en-

vironment and the function call buttons. There is a standard set of buttons in the

/user/mona/shared/exp desk directory.

> cd ~/

> rm -rf Desktop

> mkdir Desktop

> cd Desktop

> cp -p /user/mona/shared/exp_desk/* .

Login to a Data U. machine with the experimental account and from the KDE

environment right-click on a command button and check that the command path

points to your current account, or through an environment variable, or to the correct

/user/mona destination.
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A.5 Running Experiment

While running the experiment be sure to always save the settings like“xlm values”

and cfd control files so they are up to date when copied by Readout from the links in

the experiment/current/mona settings folder.

A.5.1 Edit Settings Files

Please read the MoNA report on MoNA calibration [88] to understand which files do

what within the Readout and SpecTcl programs. Of particular importance are the dif-

ferent data packets created in the mona/config/MoNA hardware run.tcl file. Some of

the commonly used packets are mona, bitpattern, and ncans. These are then added

to the DAQ by the MoNA readout run.tcl file and added to the SpecTcl unpacker

by the MoNA spectcl run.tcl file. Edit these as needed within the mona/config

directory to add or subtract packets from the DAQ.

A.5.2 Orphaned Runs

If Readout or the spdaq16 machine crashes during a run, the automatic copying

and transferring of settings and event files will not happen properly. A properly

recorded run creates a run folder, /experiment/run####, that contains the two

settings folders and a link to the actual .evt file in ~/user/event#/#####/complete.

To get the links and the Readout program back to working order after a crash

first check to see if spdaq16 needs to be rebooted.

> ping spdaq16

Type [CONTROL]C to quit pinging. If there is no response you must go into the N6 area

and reboot spdaq16 (directions for rebooting are on orange tape on the machine). If

the pinging worked or after rebooting spdaq16 make sure there are no Readout codes

running. The following command lists the current programs containing“eadout”.
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> ps axuww|grep eadout

Then kill any programs still running by using the procedure number listed:

> kill ####

Rebooting spdaq16 will also kill stray procedures, but requires the user to restart

many control programs after.

Follow this check list before continuing with the next run.

1. Restart Readout and manually increase the run number.

2. Start and then stop a run without recording.

3. Use the >ls -la command in the ~/experiment directory to look for a run folder

(run####) made for the interrupted run.

4. Look for copied mona settings and sweeper settings folders within the the

run folder.

5. If needed, copy the settings folders into the interrupted run folder:

> cd ~/experiment

> cp -rp /current/mona_settings/ run####/

> cp -rp /current/sweeper_settings run####/

6. Now look for a linked .evt file.

Within the run folder, look for a linked .evt file pointing to the actual .evt

file in one of the stagearea subdirectories.

Look for a linked .evt file in the experiment/orphans or /current direc-

tories.

7. Find the actual .evt file in stagearea/complete or /current or /orphan di-

rectories.
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8. Move the actual .evt file for the interrupted run into stagearea/complete.

9. Fix links to the .evt file for the interrupted run within the experiment/run####

folder to link to the actual file now located in the stagearea/complete direc-

tory.

> cd ~/experiment/run####

> ln -s ~/stagearea/complete/run####-4096.evt .

10. If needed, delete old links from the experiment/orphans or /current directo-

ries.

If all goes well, the next run can now be recorded. Be sure to make a note in the

log book during which run the Readout program halted.

A.6 Post Experiment

As the experiment time is completed there a few prudent procedures to perform to

ensure the data is capable of being analyzed properly.

A.6.1 Calibration Runs

Before turning MoNA HV off, take a couple cosmic background runs for future cali-

bration checks. One long run ( 6 hours) with MoNA self triggered/stopped and multi-

plicity set to“1-fold” and then another long run, again self triggered and stopped, with

multiplicity set to “cosmics” (3-fold). The first one can be used to double check the

QDC and Xpos calibration [88]. The second run is used to set the Tmean independent

offsets for each bar [88].
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A.6.2 Archive Tapes

When all the experiment runs and the additional calibration runs are completed, the

event files must be copied to tape and then read off the tape into the evtdata disk

space. The NSCL provides a nice manual for copying data onto tapes called ‘Perparing

to Close your Experimental Account”. I will not cover all the directions contained in

that manual, so it should be read as well. I will go through the most common steps

and address common problems that have arisen in the past.

1. Acquire a DTL or similar digital tape from the Computer help room.

2. Double check that all run folders within the experiment directory contain

proper links to actual .evt files in the stagearea/complete directory.

3. Login to the“tapehost” machine (currently in the Data U. 2 cubicle) with the

experimental account.

4. Change directories to the experiment directory. > cd ~/experiment

5. Identify the tape drive you are using. Maybe /dev/st2 or /dev/st0. It is used

as the third argument in steps 6 and 9.

6. Record entire experiment directory onto tape. > tar -cvhf /dev/st2 .

7. Wait for entire directory to be recorded onto the tape (it may take a couple

hours). The terminal window should display all items written.

8. Change directories to the evtdata/##### space provided by the computer

group. > cd /evtdata/#####

9. Read the files from the tape. > tar -xvf /dev/st2 .

10. When the reading is completed, check that the entire experiment directory was

copied, including actual .evt files (not links).
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11. Eject tape and label it with the date, experiment number, and runs included.

If all the ~/experiment run folders were repaired properly if Readout crashed the

actual .evt files should have been copied correctly. If they were not copied correctly,

find the run folders for the missing .evt files and rewrite the link to the actual .evt

file. Then delete the files you just wrote to the evtdata/##### space and start over

from step 4.

Since this process copies each .evt file inside their respective experiment/run####

folders, it is not possible to attach multiple files when analyzing the date with

SpecTcl [89]. A useful trick is to make a new folder within the /evtdata/##### space

that contains links to all the .evt files.

1. > cd /evtdata/#####

2. > mkdir evt links

3. > cd evt links

4. > for i in ../experiment/run*/*.evt ; do ln -s $i . ; done

5. Check that all .evt files have a link in this folder.

A.6.3 Analysis Space

Along with an /evtdata space the computer group also should have provided a

/projects space to copy the analysis files. The /projects area can be accessed

from the high-speed spice machines, and should be used for all off-line analysis.

1. Login as the experiment onto“tapehost”.

2. > cd /projects/proj#/#####

3. > cp -rp /user/#####/* .

4. Check that all subdirectories got transferred properly.
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A.6.4 Executables

The executable files, specifically those that end in“.scr” use environment variables,

that are defined inside the user’s .bashrc file, to navigate to the proper configuration

files. Once the experimental user account is deleted the user becomes you and not

the experimental account. This means that unless you only want to analyze one

experiment, you can’t define these environment variables inside your .bashrc file. To

overcome this limitation we must define the environment variables used for a specific

executable directly in the file that sources it.

1. Start by opening the tandem spectcl.scr for editing from the /projects di-

rectory it was copied into.

2. Comment out, or delete the first couple lines that source etc/profile and

~/.bashrc.

3. Open the experimental account’s .bashrc file.

4. Copy list of exported variables and paste them at the beginning of the .scr

file. They include:

export SHARED_READOUT=/user/mona/shared/readout

export SHARED_SCALER=/user/mona/shared/scaler

export SHARED_SPECTCL=/user/mona/shared/spectcl_shared

export MONA_DAQ=${HOME}/mona/daq

export MONA_READOUT=${MONA_DAQ}/readout

export MONA_SCALER=${MONA_DAQ}/scaler

export MONA_SPECTCL=${MONA_DAQ}/spectcl

export MONA_CONFIGDIR=${HOME}/mona/config

export MONASETUP=${HOME}/mona/config/MoNA_setup_run.tcl
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export TREADOUT=${HOME}/tandem/readout

export TCONFIG=${HOME}/tandem/spectcl

export TSPECTCL=${HOME}/tandem/spectcl

export READOUT_SWEEPER=${HOME}/sweeper/scriptedReadout

export SPECTCL_SWEEPER=${HOME}/sweeper/spectcl

5. Add export EXP HOME=/projects/proj#/##### to the very top of the .scr

file. Be sure to fill in the appropriate directory address and note that one can’t

begin an exported environment variable with a number, but be creative with

the EXP HOME name to ensure it is not reused.

6. Edit all the following environment variables to begin with the name you choose

for $EXP HOME instead of $HOME.

7. This maybe the only executable you need to edit, but follow a similar procedure

for any others that may need it.
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Appendix B

MoNA SpecTcl Analysis Guide

B.1 Introduction

This guide is intended to give you an idea of how to use SpecTcl to analyze data

that MoNA has collected 1. This guide is written for the analysis of data taken from

cosmic rays, thus this may not be useful to you. However, it should give you an idea

of what’s involved in a fairly simple application of SpecTcl, which is all it’s intended

to do. Please read the NSCL documentation and general user guide [90] to familiarize

yourself with the basic commands; especially the spectrum and gate commands.

B.1.1 MoNA Parameters

MoNA has 144 bars and 288 TDC, 288 QDC channels.

Raw and Cal Parameters

There are 576 raw and 576 calibrated parameters. The names of the raw parameters

are a little confusing, but not needed that often. The raw QDC parameters and spectra

are named:

1Portions of this guide where originally written by MoNA Collaboration undergraduate student
A. Ratkiewicz.
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(A_QDC)00_L or (A_QDC)00_R

The raw TDC parameters and spectra are named differently:

(TDC_0L)00_A or (TDC_1R)00_A

The calibrated parameters an spectra are named with CAL appended to the raw name.

The raw and calibrated TDC parameters are backwards in time, since the TDC’s are

stopped in common-stop mode by the potscint signal that comes before the CFD

fires at MoNA.

Bar parameters

These are then used to calculate a few parameters for each of the 144 bars:

Xpos, Tmean, KE, Qmean

The Tmean bar parameters (in ns) are calculated by the average of the two calibrated

TDC parameters. A negative slope is used to put the time in the correct direction.

Tmean = ( (TDC_0L)00_A_CAL + (TDC_1R)00_A_CAL ) * -0.5

The Qmean bar parameters (in MeVee) are calculated by the geometric average of the

two calibrated QDC parameters.

Qmean = sqrt( (A_QDC)00_L_CAL * (A_QDC)00_R_CAL )

The Xpos bar parameters (in cm) are calculated by the difference of the two calibrated

TDC parameters. And, the KE bar parameters (in MeV) are calculated from the

Tmean parameters, the MoNA Z pos variable, and the mass of a neutron. These bar

parameters are, in turn, used to calculate the Hit parameters.
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Hit Parameters

These parameters are not as useful as one would like since the code is written to scan

the whole MoNA array (starting with A0 to I15) and labels the first event with two

valid TDC channels as hit 1, and so on. The Multi hit parameter is the count of

these valid hits for each MoNA event. The list of hit parameters is:

X_hit, Y_hit, Z_hit,

TOF_hit, KE_hit, Q_hit,

Theta_hit, Phi_hit,

Multi_hit

Some pseudo parameters have been made to calculate the time-ordered hits [91] and

should be used for more advanced analysis.

B.2 Configuration files

There are plenty of files sourced by the SpecTcl code when it begins. Many are not to

be adjusted in any way because they contain long lists of MoNA variable names and

special tcl operations that are used by the underlying cpp code. In general, those

files will get copied to your work space and never need to be adjusted or edited. There

are a few files that contain calibrated variables that get set once for each experiment

and then a few that contain adjustable variables to set as you see fit to best analyze

the data for a particular run number.

SpecTclRC.tcl

Make sure that the directory that contains the spectcl.scr file to launch SpecTcl

also contains a SpecTclRC.tcl file and is edited to source the SpecTcl housed in a

/user/mona/mona/spectcl shared directory. You may also set your WorkDirectory

and EventDirectory at the end of this file. The SpecTcl Driver.tcl file is sourced
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from this file. The Driver runs the Tk graphical user interface that displays the

buttons and such we call the SpecTcl Control Window.

B.2.1 MoNA Config Directory

The /mona/config directory contains many of the files that control the configuration

settings for SpecTcl. The most import ones are:

MoNA setup run.tcl

This file contains many permanent lists and a few fitting flags and variables. The most

important parts are the TDC and QDC setup lists that get read into the scriptable

SpecTcl code to configure the Readout and SpecTcl codes. It also has the CFD lists

of addresses and configuration file names for all 18 CFD’s.

The top of the file has variables that can be edited for each experiment. Here we

have a series of fitting flags:

QDC_thres_flag

QDCfitted

TDCfitted

Xposfitted

Tmean_indie_offset

These are set to "true" after the appropriate calibration or fitting code is com-

pleted [88].

The tmean offset variable is a global time offset for all Tmean parameters of all

bars and should be set from a MoNA gamma timing run or to some reasonable value

to start (like 333.0 ns).

The MoNA Z pos variable should be set to the distance from the center of the

reaction target position to the center of MoNA bar A8 (in centimeters).
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The MoNA hits variable is read in to create that many hit parametes and spectra.

The default is 20 because the time-sorting scripts [91] use 20 hit parameters as inputs

into the pseudos.

MoNA hardware run.tcl

This file sources the MoNA setup run.tcl file and creates the scriptable data packets

and commands to configure the VME modules (TDC’s, QDC’s and, Scaler’s). Differ-

ent QDC threshold lists are sourced if the QDC thre flag is set to "true". This file

should not need adjusting unless the MoNA hardware changes (like adding neutron

cans).

MoNA dynamic var run.tcl

This file sources all the default variable settings and then the calibrated or fitted ones

if the appropriate flags are set in MoNA setup run.tcl. This file also creates all the

non-raw MoNA parameters from large lists that are defined in MoNA Param run.tcl.

It does not need editing.

MoNA spectcl run.tcl

This file is directly sourced by the .scr script file that launches SpecTcl. It’s main

function is to define the data packets to unpack in SpecTcl that are defined in the

hardware file, for example:

unpack add mona

unpack add bitpattern

It does this by first sourcing the MoNA hardware run.tcl file and the MoNA dynamic

variables files. It also sources the MoNA Param run.tcl file to create all the raw

parameters from it’s lists. This file is replaced by Tandem spectcl.tcl for the Tandem

version of SpecTcl [89].
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MoNA readout run.tcl

This file is similar to MoNA spectcl run.tcl but tells the Readout code which packets

to fill, for example:

readout add mona

readout add bitpattern

B.3 Running SpecTcl

There must be a SpecTcl executable created that can be run from your user account

or an experimental account. These executables have been traditionally housed in the

/user/mona/spectcl shared directory and accessed through the local /mona/daq/

spectcl script files that source the local /mona/config directory filled with relevant

settings and calibration factors.

B.3.1 Open SpecTcl

Open SpecTcl by either clicking the button on a DAQ machine display of a current

experimental account, or executing the script by typing:

> ./run_spectcl.scr

or the equivalent script file in the /mona/daq/spectcl directory. You will see

four windows pop up B.1, B.2, B.3, and B.4.

The TkCon window should have listed many configuration settings including

which fittings flags are set and whether or not you are using calibrated slope/offset

values for QDC, TDC, Tmean, and Xpos parameters. This listing of settings finishes

with Done,Done. The code also lists the data packets it recognizes like maybe Level2

(when the bitpattern data packet is used).
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Figure B.1: The MoNA SpecTcl Control window.

Figure B.2: The Xamine startup window.
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Figure B.3: The console shell.

Figure B.4: The Tkcon command window.
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Look at the right side of the SpecTcl Control window and find the WorkDir and

EvtDir. The first should be set to the current working/spectcl directory, usually

/mona/daq/spectcl. The second should be set to the directory containing the event

files you wish to analyze (maybe /stagearea/complete). If they are not set, or set

incorrectly, set them using the TkCon window:

% set WorkDirectory ~/mona/daq/spectcl

% set EventDirectory ~/stagearea/complete

B.3.2 Creating Spectra

Use the spectrum in-line command in the TkCon window to create spectrum from

any parameters. To view a list of the parameters type:

% parameter -list

Or press the List Parameters button on the bottom of the SpecTcl control window.

If you forget the syntax just type:

% spectrum

and the error message will display the syntax it’s looking for.

When you’ve made a spectrum of a parameter, it must be bound to SpecTcl to

view on Xamine, so type the command:

% sbind -all

There are a few pre-set buttons to create and bind many of the commonly used

spectra types. These buttons are on the left side of the SpecTcl control window. For

viewing the X position of each bar, you need to create position spectra; do this by

clicking the Create Pseudo Spec button on the SpecTcl Control window. After you’ve

done this, you can press the List Spectra button to list all the current spectra loaded

into SpecTcl and verify that spectra with the group name Xpos exist.
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B.3.3 Configuring Xamine

In the Xamine window, click on the Geometry button in the lower left hand corner of

the screen. Change the configuration of the resulting pop-up dialogue to 4x4. Then

click the Display + button and use the Apply command in the pop-up window to add

desired spectra to the Xamine cells. Using the Okay command will close the pop-up

window after inserting the selected spectra.

You can save any Xamine configurations by selecting Write Configuration from

the Window menu on top. be sure to save it as a .win file in the /win directory. You

may also read in previously saved configurations, but you must be sure the included

spectra have been bound to SpecTcl first. For this example, select the configuration

file pseudo win/Xpos A.win to display all the Xpos spectra for layer A.

B.3.4 Attaching Data

In the SpecTcl Control window, click on Attach to File and select a run to read

in. Once this is done, SpecTcl will begin analyzing the data. Let it run for a short

while so that you have an idea where the peaks and valleys in your data will be.

For the example procedures that follow, you need to source a cosmic background run

(preferably one with the MoNA trigger set for 3-fold cosmic coincidence).

If you do not need to read in the whole event file, and when you’ve got an idea

where the peaks and valleys in your data are, click on the Stop Analysis button.

B.3.5 Setting up Gates

Back in Xamine, double click on first cell (the cell in the upper left-hand corner of

the window) to zoom in on it. This should be Xpos A0. Now click the Cut button

in the lower right hand corner. Here, we are going to tell SpecTcl that we want gate

on events that hit in a certain part of the tube. For this example choose (for this

bar) the region between -80.0 cm and -60.0 cm. Move the cursor to -80 cm on the
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spectrum in Xamine and click once, then move to -60 cm and click again. This will fill

the coordinates into the appropriate box in the Cut pop-up window. Select the name

box and label the gate, gate1 and then select Ok to accept. Cuts can also be declared

with the gate in-line command in the Tk Con window (see Ref [90] for details).

MoNA is set into a right-handed coordinate system with positive z in the direction

of the moving beam and positive y as the up direction (toward ceiling). This means

positive x is to the left when looking at the front of MoNA (layer A). Xamine displays

spectra from lower value to higher value, so the range -150 150 301 will have the

correct coordinates, but left and right will be reversed on the screen. Just image you

are viewing the Xpos of a bar from behind MoNA (where spdaq16 sits). This way

positive x is to the right of the viewer since you are looking in the negative z direction.

In the TkCon shell, type:

% gate -list

to verify that the gate has been created. Note that if you’ve made a mistake in

gate definitions, you can use the gate -delete gatename command to zero out the

gate. This command does not remove the gate from SpecTcl, it just gets rid of all its

arguments. This is handy; it allows you to change gates at the last minute without

changing much else.

Now do the same thing for the last cell (Xpos A15) in Xamine as you did for the

first, but use different points for the cut (use the positive value for the second, since

you’re trying to get a feel for how the ray travels through MoNA). We will gate the

middle bars to see the cosmic rays travel from top left to bottom right through layer

A.

Finally, you need to set up an and gate. If you called the first gate for Xpos A0

gate1 and the one for Xpos A15 gate2, then to create an and gate going to the

TkCon shell and typing:

% gate -new andgate * {gate1 gate2}
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Here, gate -new andgate tells SpecTcl that you are making a new gate called

andgate, the * tells it that the gate is a logical and, with gate1 gate2 as the argu-

ments, so that the gate is only true if both gate1 and gate2 are true. This is the

only way to apply more than one condition on a spectrum. An and gate using * can

depend on many other gates; just list all the ones you want to include inside the

brackets.

B.3.6 Copying Spectra

Now that you’ve got your gates set up, you want to make a copy of all the spectra

you’ll be applying them to. This is mainly for safety reasons; you don’t want to change

your source data by gating it. Go to the TkCon shell and type:

% spectrum -new xpos_a0_gate1 1 {Xpos_A0} {{-150 150 301}}

Here, you’re making a new spectrum named xpos a0 gate1 from parameter Xpos A0

with a range of -150 to +150 cm and a resolution of 301 bins.2 Repeat this for gate2

using the name xpos a15 gate2 and for the middle 14 spectra (Xpos A1 to Xpos A15)

with andgate in the name because we will apply the new andgate to them all. Next

you need to bind them using the sbind -all command (as noted above).

B.3.7 Displaying New Spectra

In the Xamine window, use the Display+ button to view all the new spectra you’ve

just bound. At this point, it’s a good idea to save your configuration, name it some-

thing unique, and save it. You’ve just saved the setup that’s currently in Xamine; you

have not saved the spectra names or the gates, so if you’ve done a lot of work or feel

like you might want to revisit the these settings for this experiment, now might be a

2It is nice to select a bin number that is a multiple of the range you’ve selected plus one so the
bin edges line up with the values.
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good time to go to the TkCon shell, press h, and copy/paste the result to a text file

(See Section 5).

B.3.8 Applying Gates

Go the TkCon shell and type:

% apply gate1 xpos_a0_gate1

to tell SpecTcl that you’re applying gate1 to the spectrum called xpos a0 gate1.

Now repeat to apply gate2 to the xpos a15 gate2 spectrum. The apply command

can have a whole list of arguments so, to apply the andgate to all the middle 14 Xpos

spectra you just made, you only need one line:

% apply andgate xpos\_a1\_andgate xpos\_a2\_andgate ...

B.4 Analyzing Data

Go to the SpecTcl Control window, click on the red Clear Spectra button.3 Now re-

attach your data file. SpecTcl will start analyzing the data. Now’s a good time for a

coffee break; a typical run can have over 1,000,000 buffers to analyze. When it’s done,

the Spectra will look something like Figure B.5.

Notice the peaks seem to move from one side to the other as you look at successive

bars. Most of these event are muons that pass through the left side of bar A15 through

the right side of bar A0. So the overall pattern will look like a diagonal path through

layer A.

3Note that it’s very important to clear spectra whenever you make a change to the spectra or
the gates.
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Figure B.5: Gated x position Xamine window.

B.4.1 Exporting Data

When SpecTcl has finished analyzing the data, you might want to export it for later

use. Go to the SpecTcl Control Window and click the Write Any Spectra button on

the left. Select the spectra you would like to export, and don’t forget to give it a

unique name. The default format is ascii which works well with Excel. You may

select any format you want to use. This will then save the swrite file in the spectra

directory.

B.4.2 Importing into Excel

Open Excel, click on Data, go to Get External Data, and select Import Text File.

Change the file-type option to all files (*.*), and select your ascii file. In the

first page select delimited then next. In the following box, check both the space and

other delimiter boxes. In the other box type a closed parentheses ). This will turn

every space and closed-parentheses read in by Excel into a new column space, which

makes life much easier for you. Now click finish and select the first cell to start the
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import.

Next, if you’ve only imported one spectrum per Excel sheet and you want to auto-

matically turn these columns into calibrated and compressed columns, you must first

set your macros security to medium. Do this by selecting the tools -> options

-> security -> macro security menus and then setting the macro security to

medium. Now open the Excel file:

/projects/proj1/mona/docs/spectcl-read-macro calibrate.xls that has the

correct macros in it, and select the Enable Macros option. Once this file is opened in

Excel go back to your data sheet and you can run the macro test2 on your imported

data. This will create many new columns and fill any missing zero’s from the original

histogram. One column fills with the calibrated values and then the following ones

are the same data re-histogramed with x2 and higher compression factors.

B.5 Simplifying

B.5.1 Settings Files

Now you can repeat the same gates and commands you just did for layer B. However,

you’re not going to do all that tedious typing again. Instead, you’re going to put the

bulk of your commands in a text file, and source the file from the TkCon shell. This

will save you time if we ever want to revisit the analysis.

Open a text editor (use Kwrite or emacs). Emacs is prefered by people with a

strong Unix background. If you are not entirely comfortable with it, use Kwrite;

Kwrite’s a lot like notepad, so you shouldn’t have any problems.

When your text editor opens, go to the TkCon window, type h and then highlight

the commands you used to create and apply the gates for layer A. Now select Copy

from the TkCon Edit menu. In the editor select Paste, then edit the commands for

layer B instead of layer A. You must delete the line numbers that the h command

159



inserts in front of the lines. Don’t forget to type sbind -all at the end of the file if

you create any spectra within. This is also a good place to save the in-line commands

to create the gates you use (they must be created before they can be applied). Save the

file in the settings directory as a .tcl file. To source the file and run the commands

go back in the TkCon window, type:

% source settings\filename.tcl

This will read the file and run the commands between each <return> as if typed

one at a time as an in-line command into the TkCon Window. If there is a syntax

error in the file, the process breaks and all the commands after the error are not read

in. In that case, just re-edit the file, comment out any commands before the error,

and source it again.

B.5.2 Creating Custom Pseudos

In the course of your analysis, you may find that you need to create a spectrum that’s

a calculation of two or more calibrated parameters (or any calculation not done within

SpecTcl already). This technique will work for any reasonable arithmetic operation.

A pseudo parameter is really just a procedure implemented while filling the SpecTcl

parameters. Now you can finally tell SpecTcl to do whatever it was you wanted it to

do. It can output any value you choose into a new parameter that can be put into a

spectrum like the regular parameters. Three commands are involved:

Parameter

First, you need to define a new parameter. It’s a good idea to pick a high number

for the id (higher then 5000), as this command won’t work properly and will cause

problems down the road if you assign an id that is already in use. Do not choose a

number that is too high. Every parameter id is created up to the highest number, so

extra large values will slow the analysis.
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Pseudo

Now you need to define the pseudo. The syntax here is a bit more complex:

% pseudo name {parameter1 parameter2 ...}

{if {$parameter1isValid && $parameter2isValid ...}

{return [expr($parameter1 * $parameter2)/$parameter2] }

else {return -1}}

Note that the name of the pseudo should match the name of the parameter asso-

ciated with it that you just made.

The syntax here is not intuitive if you’re not experienced in TclTk, so let’s take a

minute to discuss it. First, note the parameter1 parameter2 ... part of the com-

mand. Remember when we made copies of existing spectra (section 3.6), we had to

tell SpecTcl what we were copying? As you might suspect, this is the same idea. Be

warned, though, any parameter you want to use in the pseudo calculation must be

declared here.

The next part of the pseudo command is an if statement, followed by the expres-

sion to return if true and the expression to return if false.

The

{if {$parameter1isValid && $parameter2isValid ...}}

is a logical and; all parts must be true in order for the conditional to be true. This

particular statement wants valid parameters; the $ sign indicates that we’re looking at

the value of the parameter, and isValid demands that there be something assigned

to it (note that this is case sensitive, so pay close attention to your declarations).

If the terms of the conditional are met, then the

{return [expr ($parameter1 * $parameter2)/$parameter2] }
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expression will be evaluated. Note that we’re telling SpecTcl to return the value of

an expression [expr ...]. Again we insert a $ in front of the parameter name to use

it’s value.

Notice that if the conditions of the if statement are not satisified, some other

number is returned. You should make this value marginally outside the spectrum

you’re defining, so you don’t see bad data in your spectrum.

Spectrum

Finally, you need to make a new spectrum to display the pseudo parameter you’ve

just defined. The syntax is identical to creating a spectrum for a gated spectrum, as

above, just use the pseudo parameter’s name. The command is:

Some very useful pseudo scripts have been written by A. Ratkiewicz [91]. One

sorts all the MoNA hits by time, within a set neutron-time gate. Another calculates

the angles and velocities between internal MoNA hits (like between the first and

second hit) to help with multiple neutron analysis. These tcl scripts are located in

the /user/mona/tools/ directory.

B.5.3 Filtered Data

SpecTcl allows one to filter out only selected parameters that can then be read in to a

different SpecTcl quicker than re-reading all the raw parameters and processing them.

This is useful if you have a large set of data runs that take a long time to read, and

if you’ve calibrated all your parameters and are only concerned with a small subset

of the total parameters made. Since MoNA has over 1500 standard parameters (not

including the hit parameters), it may be wise to crate a filtered file for the data. This

process requires a special SpecTcl code that uses the filtered file as an input, and has

the filtered parameters defined. For more information about this see Ref [90].
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B.5.4 Useful Tips

• In a unix shell, or the TkCon window, the up arrow key will display the last

command. pressing the up arrow twice will display the command before the

last, etc.

• In a unix shell, or the TkCon window, typing h will give you a history of past

commands.

• Typing the command with no arguments will display an error message illustrat-

ing the expected syntax, for example: % gate.
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Appendix C

MoNA Calibration Guide

C.1 Introduction

The follow chapters describe how to prepare the MoNA detector for an experiment

using a suite of fitting programs and procedures 1.

The MoNA setup file called MoNA setup run.tcl in the ~/mona/config directory

contains the important flags to set to "true" after each successive calibration or

fitting procedure is finished. They are:

QDC_thres_flag

QDCfitted

TDCfitted

Xposfitted

Tmean_indie_offset

Start by opening MoNA setup run.tcl and editing these flags to “false”, then saving.

1Portions of this guide where originally written by MoNA Collaboration undergraduate students,
including: J. Miller, M. Strongman, L. Elliott, D.B. Hecksel, M.M. Kleber, P.J. Voss, T. Pike,
R. Pepin, and A. Ratkiewicz.
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C.1.1 Proper Links

Since the fitting codes run in a different directory from the configuration files, some

linked files and directories are installed. In general the whole ~/mona directory tree is

copied from the preceding experiment and includes the wrong directory links and old

calibration values. They must be checked to ensure they link to the proper destination.

The command >ls -la can be used to double check if the links are set properly. The

following commands should be done when first setting up a new experimental account,

and to correct any old or mislabelled links.

TDC Calibration Links

In the ~/mona/contrib/tcal directory the TDC calibration code looks for the TDC

spectra written after reading a time calibration run. A link to the /spectcl/spectra

directory is used:

> rm monatcaldata

> ln -fs ~/mona/daq/spectcl/spectra monatcaldata

The code then saves the TDC slope values to the MoNA configuration directory,

so a link needs to made to it:

> rm spectclconfig

> ln -fs ~/mona/config spectclconfig

HV, and QDC Calibration Links

In the ~/mona/contrib/hvfit directory the high voltage gain matching code needs to

input the MoNArawQDCcosmics.asc file created in SpecTcl from a cosmic background

run. A link needs to be set:

> rm monacosdata

> ln -fs ~/mona/daq/spectcl/cosmics monacosdata
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The gain matching code also needs to output the new voltage file to right directory:

> rm hvfiles

> ln -fs ~/mona/hv_control/hv_files hvfiles

The QDC calibration code runs from the ~/mona/contrib/hvfit directory also

and outputs the QDC slope and offset values to the MoNA configuration directory.

So a third link is needed here:

> rm spectclconfig

> ln -fs ~/mona/config spectclconfig

C.2 High Voltage Gain Matching

The phototubes (PMT’s) of each MoNA detector bar may vary in their sensitivity for

a given voltage setting. If one tube is more sensitive than another, a standard flash

of light emitted from varying places along the bar will not be detected with uniform

efficiency. If a weak light flash occurs nearer the more sensitive tube, that tube has

a good chance of detecting it. However, the other, less sensitive tube may not detect

it due to the fact that the light signal attenuates on its journey across the bar, and

therefore becomes even weaker. This will cause low energy hits to be detected with

non-uniform efficiency across the length of the bar because both tubes must fire for

an event to be considered good. Therefore, data taken in that particular detector bar

will be skewed. To solve this problem, the voltage levels of the two PMT’s of each

MoNA bar must be gain matched. Each tube must have its voltage level matched

with the other in such a way as to ensure uniform detection efficiency across the bar.

Gain matching is done using a routine that finds the position of the cosmic peak from

a particular run and determines and executes the best adjustment in the voltages

of the tubes to properly gain match the detector. Because these adjustments are
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the program’s best guesses, multiple iterations of the gain matching process must be

completed before the PMT voltages are accurately matched.

C.2.1 Getting Started

1. Open up two terminal windows, one to a spice machine, and another connected

to spdaq16.

2. In the spdaq16 terminal go to the ~/mona/hv control directory.

3. To make sure all of MoNA is turned type:

> ./Vallon.scr

C.2.2 Take Cosmic Data

1. Let the voltages settle for a few minutes.

2. Be sure you are in the hv control directory of the spdaq16 terminal by using

the command > pwd.

3. Now you must read out the current voltages into hv files/Vout current.tcl

and copy them into hv files/Cosmic volts.tcl file by the commands:

> ./Vout.scr

> ./Vcopy.scr

4. Record a two-hour or longer run2 of cosmic ray data with all detector bars. Use

MoNA multiplicity set to 1-fold and select self-trigger and self-stop on the

XLM control.

5. Open MoNA SpecTcl [92] in the spice terminal window or from a Data U.

machine.

2This must be a new recorded run for each iteration

167



Figure C.1: Raw QDC Xamine spectra.

6. In the SpecTcl Control window, click Create Raw Spectra.

7. Then choose Attach to File, and select the run file recorded in step 1.

8. In Xamine go select Window -> Read Configuration, and pick one of the

/win/Q x x.win window settings.

9. Allow SpecTcl to analyze all the buffers to ensure sufficient statistics for the

cosmic peak fitting program. When the data is read in, click Update All in

Xamine.

10. Look through the spectra in Xamine to make sure the data is usable (i.e. that

there is a cosmic peak in each of the spectra). Select all the /win/QDC.win files

to view all the QDC raw spectra. The spectra should look like Figure C.1.

with a pedestal peak near channel 100 and a cosmic muon bump (three orders

of magnitude smaller) near channel 900. If there is a problem with one of the

bars, double check that the voltage is on and that the inverter box is getting a

good dinode signal from the PMT then inverting it for the QDC.
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11. In the SpecTcl window, choose Write Cosmic Spectra to perform an swrite

command on all raw QDC spectra. This also reads in the last Cosmic Volts.tcl

file and labels each spectra with the proper high voltage channel.

12. In the spdaq16 terminal window, change directories:

> cd ~/mona/contrib/hvfit

C.2.3 Voltage Matching Code

1. Now you run the high voltage fitting code [93] by typing the > ./hv.sh com-

mand. This runs a shell script that executes the program fit mona spectra.f.

2. When the process completes, there will be a listing of information about each

channel and the changes that have been made. The six numbers are (left to

right):

1.HV channel 2.Muon Peak bin 3.Pedestal bin

4.Difference(#2 - #3) 5.Current HV setting 6.New HV setting

The process also saves the new high voltage settings and links them to /hv files/

QDCfittedHV.tcl.

3. By just carefully viewing the listed numbers from the output of the fit mona

spectra code we can determine if everything went smoothly without Top-

Drawer.

4. Make sure that the numbers in column 4 are all about 800 and match column

2 minus column 3.

5. Check that the new voltages settings in column 6 are not too different from

those in column 5.
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6. If you are familiar with the program TopDrawer, try the next four listed items;

otherwise, you’re done with this part.

7. Try to open TopDrawer by typing:

> td spectratest.tdr

in the spice terminal window.

8. Press Enter each time you wish to change to the next set of 8 plots displayed.

Each time you do this, the word pause will appear in the spice window.(Note:

There are 288 spectra, so there will be over 30 TopDrawer screens to look

through).

9. Look for a peak that appears around bin 800 and 2 white fit lines; one a gaussian

fit to the peak and the other an exponential fit to the background (it appears

as a straight line in the logarithmic scale).

10. When the last set has been viewed, pressing Enter will close TopDrawer.

C.2.4 Setting New Voltages

1. Now you must apply the new high voltage settings by first going back to the

spdaq16 terminal window and changing directories to ~/mona/hv control.

2. Now source the new voltage values into the HV channels by typing:

> ./Vfitted.scr

Repeat Sections 2.2, 2.3, and 2.4 until performing another iteration would not

significantly change the voltages, then move on to the QDC calibration procedure.

Usually, twice is good enough if starting from voltages previously fitted for another

experiment.
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C.3 QDC Calibration

QDC calibration should only be completed after the high voltage channels are fitted

following the High Voltage Gain Matching directions from section 2. It is important

to know the light-energy deposited by a scattered neutron event, and also important

to suppress the null-result QDC pedestal events from swapping the Readout. Since

every QDC has 32 channels and each pedestal is a positive bin value, all channels will

readout if just one creates a valid trigger for that layer.

C.3.1 Calibration Steps

1. Edit and save MoNA setup run.tcl with the QDC flag:

QDCfitted

2. Repeat the Take Cosmic Data section from Chapter 2.2, and make sure the

recorded run in step 4 is brand new and was not used for voltage gain matching.

3. You need to execute the calib.sh shell script to perform the calibration. To

do this, make sure you are in the ~/mona/contrib/hvfit directory.

4. Run the calib.sh program by typing the > ./calib.sh command.

5. When the code is finished, information about each channel will displayed. As

on the screen, from left to right, the seven numbers correspond to the following:

1.HV Channel 2.Muon Peak bin 3.Pedestal bin 4.Diff(#2-#3)

5.QDC Threshold 6.QDC Slope 7.QDC Offset

6. Note that the QDC calibration code is:

QDC_Cal = (QDC_raw + QDC_offset) * QDC_slope
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so the QDC offset is in units of raw bins and the QDC slope is in units of

MeVee/bin. This is fitted to set the muon peak at 20.5 MeVee and the pedestal

to zero.

7. Make sure that the numbers in column 4 are all about 800 and match column

2 minus column 3.

8. Check that the QDC threshold values are about:

QDC Threshold = ( (Pedestal bin + 3) / 16 ) + 1

9. Check that the QDC offset values are the same as the Pedestal Peak values.

10. Check that the QDC slope values are all about 0.028.

11. If the preceding checks are not confirmed then the High Voltage Gain Matching

directions must be re-done.

12. This program also saves the new slope/offset data in: ~/mona/config and links

to QDCfittedTHRE.tcl and QDCfittedSLOOFF.tcl.

13. Enter the ~/mona/config directory and check to see that there are current

threshold and slope/offset files, based on the date and time of completion by

using the command:

> ls -la

14. Edit and save MoNA setup run.tcl with the QDC flags:

QDC_thres_flag

You are now ready to run an experiment with voltage-matched PMT’s and cali-

brated QDC parameters. The next time you take data, the QDC’s will ignore values

less than the threshold, so no pedestals are read. The energy of lost events due to the
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pedestal suppression will be between 4 to 19 channels, which is less than 0.5 MeVee.

Also, the QDC calibrated spectra will be fitted for 20.5 MeVee at the muon peak,

and zero for the where the pedestal was.

C.4 TDC Calibration

MoNA uses time-to-digital converters (TDC’s) to set timing coincidences for events

that occur in the array. In a sense, they are “fancy stop watches” for the detector.

When a TDC channel receives a pulse from the anode of a PMT of a particular

detector bar, it begins charging a capacitor. When the delayed logic stop occurs, the

capacitor stops charging, and the amount of charge on the capacitor corresponds to

the time the TDC was charging. However, each TDC does not charge at exactly the

same rate as another, so the rate at which two different TDC channels charge will

give different times for identical time events. This presents a problem that must be

overcome with a calibration. The time calibrator (NIM box), which is physically daisy-

chained to each of the TDC channels at the beginning of the process, gives precise

signal spikes at equal and adjustable intervals over a predetermined and adjustable

range. These signals give a standard by which to calibrate the TDC’s to ensure proper

timing for events that occur in MoNA. Since the same TDC channels are used from

one experiment to the next this calibration is not needed for every experiment.

C.4.1 Record Time Calibration Run

Before any fitting code can find the right TDC slope, a run must be recorded using the

Ortec NIM Time Calibrator module connected through a NIM threshold discriminator

and then to the test inputs of the MoNA CFD’s. This setup has been connected, and

only needs the time calibrator module installed to run again.

1. In the directory mona/config, open the file MoNA setup run.tcl and edit and
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save the desired range for the width of the TDC window (in nanoseconds) under

Global Settings where you find the command set range. The range is the

total time that spans all 4095 channels; it can be set between 140 and 1200 ns.3

Also, make sure the TDCfitted flag is set to "false".

2. Set both the range and the increment in the time calibration module (model

462, in the NIM crate) to the correct settings, and turn it on. The increment,

period, or delta t is how often the TDC records a spike. The range should be

set equal to or close than the range set in step 1.

3. Give a meaningful name to TDC calibration the run in the Readout window.

For example:

TDC cal, Trange 350ns, Tdelta 40ns

4. Plug the start output of the time calibrator into the CFD test input discrimi-

nator channel on the left of the NIM crate, and double check that this signal is

routed to all CFD test inputs.

5. Plug the stop output of the time calibrator into the TDC test input discrimi-

nator channel on the left of the NIM crate, and double check that this signal is

routed to all TDC common inputs.

6. Make sure all the CFD’s are running by checking their output (OR) lights to

see them blinking fast.

7. Record a short 10 minute run with all detector bars. Use MoNA multiplicity set

to 1-fold and select self-trigger on the XLM control. Do not select self-stop,

the time calibrator must send the both the start and the stop signals.

8. Open MoNA SpecTcl [92] in the spice terminal window or from a Data U.

machine.
3Traditionally, we have used 350 ns for the TDC full scale.
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9. In the SpecTcl Control window, click Create Raw Spectra.

10. Then choose Attach to File, and select the run file recorded in step 1.

11. In Xamine go select Window -> Read Configuration, and pick one of the

/win/TDC.win window settings.

12. Allow SpecTcl to analyze all the buffers to ensure sufficient statistics for the

TDC fitting program. When the data is read in, click Update All in Xamine.

13. Look through the spectra in Xamine to make sure the data is usable (i.e. that

there are evenly spaced spikes in each of the spectra). Each spike must have

more than 300 counts to get recognized by the calibration code. Select all the

/win/TDC.win files to view all the raw TDC spectra. Pay special attention to

some of the inner most MoNA bars like D7 to G9 and see if any are double-

peaked. A suitable threshold value must be less than any double-peaked count.

The fitting code will take any channel above threshold preceded by a channel

below threshold and fit it to the next incremental period. Running the code

with a threshold that runs through a double-peaked spike will cause the fitted

slope to be very wrong.

Figure C.2 is a sample spectrum with the delta time set to 40 ns and a range

of 350 ns.

14. Select Write Any Spectra in the SpecTcl Control window.

15. From the pop-up window, open Spectrum List and select all the TDC data

spectra (there should be 320 total). Click Accept and Close.

16. Name the spectra file including the range and period you’ve chosen. Make sure

that the ASCII is selected.

17. Click Write Spectra.
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Figure C.2: Calibrated TDC Xamine spectra.

C.4.2 Running Calibration Code

Running the tdc calib.f code by sourcing the test.sh script will save a slope offset

datetime.tcl file in the contrib and mona/config directories. It will also automat-

ically link the latest one to MoNA TCAL dynamic var.tcl to get used when running

SpecTcl. The offset values for the TDC parameters are not very meaningful and set

to 100 channels.

1. Log onto a spice machine as the experimental account with SSH Secure Shell

and type

> cd ~/mona/contrib/tcal/monatcaldata

2. Use the ls -la command to reveal your spectra file, most likely among several

others.

3. Type cd .. to back up a directory.
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4. Now open to edit the test.sh script. It should look similar to this: 4

#!/bin/sh

./tdc_calib <<EOF

monatcaldata/Tcal_run1002_350_40.asc

n

test.tdr

40.

1. 3840.

300.

EOF

ln -sf slope_offset_‘cat datetmp.txt‘.tcl slope_offset_latest.tcl

# exit

cp slope_offset_‘cat datetmp.txt‘.tcl spectclconfig/.

ln -sf slope_offset_‘cat datetmp.txt‘.tcl \

spectclconfig/MoNA_TCAL_dynamic_var.tcl

exit

#

5. On line 3 of the script, change the filename after the monatcaldata directory

to the one you desire to calibrate (the filename should correspond to the name

of the file you just checked in step 2).

6. The first number under test.tdr should be changed to the calibration period

(or delta t) that the run was taken with in nanoseconds. On the next line,

the 1. stands for the first channel and 3840. refers to the number of usable bins

(255 less than the total 4095).5

4The ’cat datetmp.txt’ is a date-time stamp created by the code as a series of numbers MMD-
DYYHHMMSS to include in these file names.

5More details about the script can be found in Ref [93].
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7. The 300. stands for the threshold. If a channel contains more than 300 counts

the program recognizes it as a peak. Edit this value to one that is suitable for

your run.

8. Make sure the exit command underneath the count threshold is commented

out of the executable program file by placing the pound symbol, #, in front of

it.

9. Save your changes and exit the editor.

10. Run the tdc calib.f code by typing:

> ./test.sh

in the spice window.

11. A long list of values and calibrating points will be printed to the screen, you

can scroll up through some of the bars, but most shells don’t scroll back far

enough to see the fitting points for all 320 TDC channels.

12. If you are familiar with the viewer program TopDrawer, try running it by using

the td test.tdr command. Then don’t touch anything. To cycle through the

graphs, press enter. Don’t click on any of the windows. You must be in the shell

window to cycle through but can’t overlap the black graphs because each graph

needs to be viewed. Verify that the points are evenly spaced by the specified

increment and linear along the regression line. The vertical axis is the channel

number and the horizontal axis spans the range setting in nanoseconds.

13. If a linear fit line seems to deviate from the line of points, you may need to start

over with recording a new time calibration run.
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14. You can check the slopes by opening the slope offset latest.tcl file and

seeing if the slope values are close to (range in ns)/4096. A range of 350 ns

should have a slope near 0.08-9 ns/channel.

15. If the fitted slope are not near the range divided by 4095, you may need to start

over with recording a new time calibration run, or re-running the fitting code

with a different threshold value.

C.4.3 File Names

As you can see the calibration file is saved in ~/mona/config with no easy name to

describe what it contains and the MoNA TCAL dynamic var.tcl link always points to

the latest calibration created. You may want to reset this link to a file run earlier

and/or rename calibration files to ones with meaningful labels using the ln -sf or

cp commands. Make sure the MoNA TCAL dynamic var.tcl link points to the correct

file for your experimental runs.

Now you can reopen MoNA setup run.tcl and edit the TDCfitted flag to "true".

C.5 X Position Calibration

The X position calibration may be done after an experiment is finished as long as a

sufficiently long recorded run is taken at the end of the experiment, but some position

and energy spectra during the experiment may look strange if this is not done before

hand. MoNA must be gain matched and the QDC and TDC slope/offset values must

be fitted.

MoNA is a high efficiency neutron detector. Through measuring the position of

the particle (neutron or other particle) it becomes possible to know the particle’s

path and thus extrapolate its energy. In order to do this properly the X-position

parameter must be properly calibrated. By noting the difference in time signals from
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the photomultiplier tubes at each end of a certain MoNA bar, we can produce a

spectrum that displays the difference in the time signals (in nanoseconds) between

the right and left sides of that bar. By performing this calibration, the user transforms

the time difference spectrum in nanoseconds into a position spectrum in centimeters.

This is very useful in reconstructing events when analyzing data. Another important

reason for this is that the kinetic energy of the neutrons are calculated from KE =

1/2 ∗ (mn) ∗ (d/t)2. An accurate determination of the energy requires one to know

the full 3d position of a hit in any given bar.

C.5.1 Record Cosmic Run

Before any fitting code can find the correct X position slope and offset values, an long

cosmic-ray run must be taken. This new run requires the previous calibrations to be

preformed first.

1. Record an overnight (12 hours) run of cosmic ray data with all detector bars.

Use MoNA multiplicity set to 1-fold and select self-trigger and self-stop on

the XLM control. Also be sure that you are using calibrated slope/offset values

for both the QDC and TDC parameters and check that the calibration flags in

MoNA setup run.tcl:

QDC_thres_flag

QDCfitted

TDCfitted

2. Open MoNA SpecTcl [92] in the spice terminal window or from a Data U.

machine.

3. In the SpecTcl Control window, click Create Pseudo Spec.

4. In order to avoid any time walk that may occur with near-CFD-threshold events,

you must apply a high-Qmean gate (from 8 to 120 MeVee) to each Xpos spectra.
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Figure C.3: X position Xamine spectra.

Do this by clicking Apply Qgate to Xpos. See Ref [94] for a detailed discussion

on the CFD walk issue.

5. Then choose Attach to File, and select the run file recorded in step 1.

6. In Xamine go select Window -> Read Configuration, and pick one of the

/pseudowin/Xpos.win window settings.

7. Allow SpecTcl to analyze all the buffers to ensure sufficient statistics for the

Xpos fitting program. This may take over a half hour since the run was so long.

When the data is read in, click Update All in Xamine.

8. Look through the spectra in Xamine to make sure the data is usable (i.e. that

the edges of the Xpos spectra look sharp). Since the Xposfiited flag was set

to "false", all the Xpos spectra will display the time difference (a width of

about 25 ns), even though the spectra are still labelled with cm. Select all the

/pseudowin/Xpos.win files to view all the Xpos spectra. The spectra should

look like Figure C.3.
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Figure C.4: X position A0 spectrum.

9. Figure C.4 is an expanded view for module A0.

10. Once the file is done loading, and the spectra look okay, push the Write Xpos

Spectra button in the SpecTcl Control window.

11. When the TkCon confirms the MoNAxposCosmics.asc file is written, press the

Calibrate Xpos button.

12. The TkCon window will scroll through a list of the values fitted for each bar.

Scan the output and check that all the parameters have a reasonable slope value

(near 8.0).

13. Reopen MoNA setup run.tcl and change the Xposfitted flag to "true", and

save.

14. Close SpecTcl and reopen it. The proper calibration will now be sourced to the

program. If done properly, the width of an Xpos spectra of cosmic ray data from

step 1 should be 200 cm and it should be centered about zero.

182



C.6 Independent Tmean Offsets

Setting the independent Tmean offsets may be done after an experiment is finished

as long as a sufficiently long recorded run is taken at the end of the experiment, but

some timing and energy spectra during the experiment may look strange if this is

not done before hand. MoNA must be gain matched and the QDC,TDC and Xpos

slope/offset values must be fitted.

Since the various triggering signals to the TDC’s are not individually wired but

instead chained, the time for each TDC is slightly different. Even though all the

PMT’s have been gain matched, they still experience slightly different amplifying

times. These inconsistences lead to small, but significant, shifts in the average time

calculated from the two TDC parameters (Tmean). In this process we will record

cosmic rays passing through MoNA and gate on events that pass nearly straight

down. The speed of cosmic ray muons are very nearly 29.98 cm/ns (speed of light,

c; the value of 29.8 cm/ns is used as the speed of the muons in calculations). So,

if we look at the Tmean values for these events between two bars, we can calculate

the proper time offset of these two bars relative to each other. If we gate on only

muons travelling nearly straight down, the time difference is 0.344 ns for a 10 cm bar

(10.26 cm is used as the dimensions of the bar because of tape and gaps between bars).

If we use bar A8 as our reference (A8 offset is set to 0), the whole MoNA array, each

bar, can then be set to have the proper time offsets. The Tmean differences between

bars are calculated through pseudo parameters and the values read by a code from

their spectra.

C.6.1 Finding Independent Offsets

Before any offset values can be calculated, a long cosmic-ray run must be taken. This

new run requires the all previous calibrations to be preformed first.

1. Record an overnight (12 hours) run of cosmic ray data with all detector bars.
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Use MoNA multiplicity set to 3-fold, cosmics and select self-trigger and self-

stop on the XLM control. Also be sure that you are using calibrated slope/offset

values for both the QDC and TDC parameters and check that the calibration

flags in MoNA setup run.tcl:

QDC_thres_flag

QDCfitted

TDCfitted

Xposfitted

2. Open MoNA SpecTcl [92] in the spice terminal window or from a Data U.

machine.

3. From the TkCon window type:

source ~/mona/contrib/tmean_offset_cal/source.tcl

This will execute all the necessary tcl code to create the proper pseudos, make

the straight-down gates, and apply them to the new parameters.

4. Then choose Attach Multiple, and select all of the run files recorded in step

1. Or using the attach -pipe cat command in the TkCon window, manually

type in all of the run files recorded in step 1 then select Start Analysis.

5. In Xamine select Window -> Read Configuration, and pick one of the three

/win/tmean cal x-x.win window settings to view the spectra.

6. Allow SpecTcl to analyze all the buffers to ensure sufficient statistics. This may

take overnight since the run was so long. When the data is read in, click Update

All in Xamine.
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Figure C.5: Tmean difference spectra.

7. Look through the spectra in Xamine to make sure the data is usable ,i.e. that

there is a distinct peak in each Tmean-difference spectrum as shown in Figure

C.5.

8. Write all tmean diff spectra using the Write Tmean offsets Spec button on the

MoNA SpecTcl window.

9. Open a spice terminal window in directory ~/mona/contrib/tmean offset cal

and then open MoNA Tmean indie offsets. Note that before you run this ex-

ecutable you must delete or rename the file ~/mona/config/MoNA Tmean indie

offsets.tcl; otherwise running the code will return an error. This will open

the executable that will calculate the Tmean independent offsets. It calculates

these by finding a gravity fit (weighted average) 0.3 ns to either side of the peak

bin (measured). The program assumes the x axis (in ns) is symmetric about 0

(i.e. -10 to + 10 ns).
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For layer A the offsets for bar, N, are:

Offset = -[Theory(A8-AN) - Measured(A8-AN)]

For the cross terms (e.g. A15-B0) the offsets for layer, X, are:

Offset = [Theory(A15-X0) - Measured(A15-X0)] - Offset(A15-A8)

For all other layers the offsets for layer, X, and bar, N, are:

Offset = Offset(A15-X0) - [Theory(X0-XN) - Measured(X0-XN)]

10. Edit MoNA setup run.tcl and save with Tmean indie offset set to "true" to

read the MoNA Tmean indie offsets.tcl file during next start up.

11. If you now restart SpecTcl and repeat steps 3-7, the peaks in each spectra

should show up right at the theoretical values listed in the file Tmean offsets

theoretical. In between steps 3 and 4 you must reread the independent offset

file you just made (since the first line of source.tcl reads in a blank set of

offsets).

source $env(MONA_CONFIGDIR)/MoNA_Tmean_indie_offsets.tcl

12. If you would like to redo the Tmean independent offsets, you must delete or

rename the file

/config/MoNA Tmean indie offsets.tcl before executing the code again.

Double check that all the calibration flags in MoNA setup run.tcl (mentioned in

Chapter 1) are set to “true”. For future runs, MoNA is now calibrated with data

specific for the experiment.
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Appendix D

Tandem SpecTcl Guide

D.1 Getting Started

The tandem version of SpecTcl for the Sweeper-MoNA setup is a complex and large

set of files compiled to form a complex and powerful analysis tool. It unpacks all the

raw channels and converts many of them to calibrated parameters and even some

to very useful physics parameters. Please familiarize yourself with the Mona SpecTcl

Guide [92] and the online SpecTcl User’s Guide [90] before proceeding. Concepts in

those documents will not be reviewed.

One of the most noticeable differences is that an extra control window is used with

the tandem SpecTcl. This Tree Parameter GUI has four tabbed pages (Spectra,

Parameters, Variables, Gates). These will be discussed in detail in section 2.3.

The other main visual difference is that the SpecTcl Control Window has two graphics

in the center and a few extra buttons to track forward and do inverse tracking to the

target. These extra features will be discussed in section 4.

D.1.1 Standard Variables

In the Tandem version, the Tandem spectcl.tcl file replaces the MoNA spectcl

run.tcl file and also creates a couple tandem parameters and sets the tandem
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Figure D.1: Tree parameters user window.

variable target.eloss. This is the extra energy to add to the fragment energy for

e-loss through half of the reaction target in units of MeV/u. As covered in the Mona

SpecTcl Guide [92], the MoNA Z pos variable is set in the MoNA setup run.tcl file

within the mona/config directory. This sets the distance, in centimeters, from the

target to the center of bar MoNA bar A8. The tmean offset variable is also set in

the MoNA setup run.tcl file.

D.1.2 Loading a Settings File

The front page of the Tree Parameter GUI is shown in Figure D.1.

The button Load in the upper left corner can be used to load a file a definition

file containing all the spectra, gates, and variable settings and values. Using the

Cumulate option will overwrite only the values set in the new configuration file. So if

you set a variable and then load a new configuration file that also sets a value for that

188



variable, the value will be overwritten. It is wise to have a standard configuration file

that only has variables set, so others can make their own spectra and then set the

variables using that standard file with the Cumulate option. The current settings for

all spectra, parameters, variables, and gates (that can be edited using the directions

in the next section) can be saved by using the Save button. These files should be

stored in the /settings directory.

This first page of the Tree Parameter GUI also is where the spectra can be created

(for sweeper and user tree parameters only).

D.2 Tree Structure

The Sweeper, and some MoNA, variables and parameters are defined in a tree struc-

ture. The two base tree labels are sweeper and user.

D.2.1 Sweeper Tree

This tree contains all the sweeper parameters and variables written by D. Bazin,

including:

fp (CRDC’s, thin and thick scintillators, IC)

im (beam-line tracking)

tof (rf, xfp, potscint timing)

trigger (tigger channels)

These branches hold parameters like CRDC/beam-line tracking positions and an-

gles, Ion Chamber energies, thin and thick scintillator energies and various timing

channels.
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D.2.2 User Tree

This tree contains calibrated parameters created by W.A. Peters. Many of the Sweeper

parameters cannot be calibrated without major changes to the code, so this tree was

made to input many raw Sweeper parameters and then calibrate them with user

defined variables. Branches of this tree include:

tof (rf, xfp, potscint, and thin timing, also fragment velocity)

e (thin and thick e-loss)

These branches hold parameters that can be calibrated and manipulated within

the CUser tree code.

D.2.3 Using the Tree Parameter GUI

Making Spectra

The following directions apply only to sweeper and user tree branches. For MoNA

spectra, use the TkCon window or the pre-set buttons on the SpecTcl Control window

[92]. MoNA spectra will indeed be displayed in the spectra tab of this GUI and can

be edited once created. D. Bazin has written some excellent documentation about

using the Tree Parameters [95].

1. In the upper left hand corner of the window, select the type of spectrum you

wish to create. For information about the different types see Ref [90].

2. Next, select the X Parameter label to use the drag-down menu and move cursor

to find the tree parameter you want.

3. The default parameter limits will be displayed to the right of the name.

4. Edit the parameter limits Low, High, Bins as desired.
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5. Select Create/Replace and your spectrum will be displayed in the columns be-

low.

6. Double-click any spectrum to edit any of the limit values and then repeat pre-

vious step.

7. Apply any gate that is made by selecting the Gate drag-down menu and then

Apply.

8. Save time by saving definition file using Save button.

Changing Parameters

On the second page you can change the default settings for any parameter. These are

the same limit values that are displayed when a parameter is selected for a spectrum,

as described above.

1. First click the designation button for an empty row. It will turn red.

2. Select a parameter using the Parameter label drag-down menu.

3. The default values will be displayed.

4. Edit the values for High, Low, Bins, Unit.

5. Select Set to make the changes or Load to revert back to previously set values.

6. Select Change Spectra to apply changes to all spectra containing that parameter.

Changing Variables

Changing tree variables on the third page of the Tree Parameter control window is

done analogous to changing parameter values as in the previous section.

1. First click the designation button for an empty row. It will turn red.
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2. Select a variable from the Variable drag-down menu.

3. The default values will be displayed.

4. Edit the values for Value, Unit.

5. Select Set to make the changes or Load to revert back to previously set values.

Changing Gates

The forth page in the Tree Parameter GUI deals with gates. Gates can be made

by using in-line commands in the TkCon window [92] or by using Contour or Cut

buttons in Xamine. If any gates have been made you can double-click the name of

any gate and view its dependencies and type. You can then edit the values or delete

the gate. Compound gates can be made by using the in-line command, or selecting

the And type.

D.3 SpecTcl Code Procedures

D.3.1 Raw Sweeper Parameters

The Sweeper code does not calibrate any timing parameters but does indeed have

many other parameters that are very useful. The most important code for the Sweeper

parameters deals with the four tracking detectors. The two beam-line trackers (PPAC’s

or CRDC’s) and the focal plane CRDC’s are read in through an XLM module and a

large chunk of data is taken for each valid hit. Gas tracking detectors have many par-

allel wires that collect the ionizing charge from the gas as a particle passes through.

There is also a time channel to determine the drift time (usually the y direction) of

the ionized electrons.

Another gas detector the Sweeper code reads is the Ion Chamber. This works in

a similar fashion as the CRDC’s but is not used to determine the position. It has
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16 charge collecting pads that are used to get a precise measurement of energy-loss

through the gas.

The thin and thick plastic scintillators at the end of the focal plane are used for

timing and e-loss measurements. These two each have four PMT’s and are recorded

by eight QDC and TDC channels. The cyclotron RF and the A1900 extended focal

plane timing detector (xfp), along with the pot scintillator (potscint) finish off the

sweeper timing channels.

Each time is common started by the Sweeper trigger, which is a logic-delayed signal

from the upper left PMT on the thin scintillator. So, the thin ul time raw parameter

has the same spectra as the raw sweeper.trigger parameter. Every timing channel

immediately subtracts this sweeper.trigger raw tdc value from itself in the code, to

get ride of the logic unit’s time jitter when it delays the PMT signal.1 The subtraction

looks like this in the code:

thin.tul = thin.time_ul - sweeper.trigger (similar for all four PMT’s)

pot = pot - sweeper.trigger

rf = rf - sweeper.trigger

xfp = xfp - sweeper.trigger

The actual raw tdc values for RF, xfp, and potscint times are lost, while for those

for the eight thin/thick times are not because a new raw parameter is used for the

subtracted values.

These raw parameters can not be adjusted by any slopes or offsets. For this reason

gates applied to these parameters are rather robust. If you can separate the desired

events from these spectra then using a gate with these will make sure you don’t need

to reset the gates once the all the calibrations are made (within the user tree).

1Subtracting un-calibrated raw time parameters is not wise, but these timing channels are all on
the same TDC and have very nearly the same slope to nanoseconds.
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D.3.2 Tree Calibrations

The Sweeper code does not calibrate the timing channels, but is does have a calibrated

energy-loss parameter for the Ion Chamber (IC) and calibrated position and tracking

parameters. The User code calibrates the timing channels and also the thin/thick

e-loss (done within the CUser.cpp file).

User Potscint, RF, XFP

These are calibrated timing parameters that use their respective slope/offset values

to calibrate the corresponding raw Sweeper timing parameter. Potscint, for example:

user.tof.potscint.cal = sweeper.tof.pot * user.tof.potscint.slope +

potscint.offset

Note, that the slope for each raw Sweeper timing channel might not be the same and

should be negative since the trigger (thin ul) is used in common-start mode. Set

the offset for the potscint from a known beam through the Sweeper magnet to the

thin plastic. Be sure to calibrate and save the definition file before trying to use the

third-level parameters described below.

User Thin Time

The timing channels for the four PMT’s of the thin scintillator are calibrated and

then averaged:

user.tof.thin_ul.cal = sweeper.tof.thin.tul * user.tof.thin_ul.slope +

user.tof.thin_ul.offset (similar for all four PMT’s)

user.tof.thin_time.cal = (ul.cal + ur.cal + dl.cal + dr.cal / 4) *

thin_time.slope + thin_time.offset
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The offset for thin ul should be set to place the spectrum peak at zero, and the

other three thin times at, or near, 1 ns. The offset for the average, thin time, should

be set to place the peak at about 0.5 ns. The slope for the four individual thin PMT

times should be positive and then set the average slope to negative 1 (so it can be

subtracted properly from the potscint time).

User Thin/Thick e-loss

These parameters are analogous to the timing channels. Here each thin/thick Sweeper

raw ADC channel is calibrated and then the four are averaged. In addition, the two

averaged energy-loss parameters are added together to form user.e.total.cal.

Sweeper Positions and Angles

Variables can be set to calibrate the gain and pedestal values for each CRDC pad.

The x position is calibrated by taking the weighted average of all the pads above

threshold and then, using the slope (2.54 mm per pad), is converted to millimeters.

Using a mask to calibrate the y direction (from the drift time), these positions can

have a precision of better than one millimeter.

The angles are then calculated from these positions and the distance between them

(sweeper.fp.gap). Furthermore, you can set the track.zfp variable and and get the

calculated x,y positions at this z point in front or behind CRDC1. These two extra

x,y parameters are called track.xfp and track.yfp. These two tracking parameters

will become important later.

Sweeper Ion Chamber

Each pad for the IC has it’s own slope and offset variables and then the overall e-loss

(fp.ic.de) parameter has a slope and offset.
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D.3.3 Third-Level Parameters

Many of the calibrated parameters are still not at the level of being useful for a true

physical analysis of the reaction of interest. The third-level parameters are used to

calculate some useful ones.

All the other user.tof parameters are differences of two calibrated times. For

example:

user.tof.rf_pot.cal = user.tof.rf.cal - user.tof.potscint.cal *

rf_pot.slope + rf_pot.offset

The respective slope/offsets should not need to be other than 1 and 0 since the

components are already calibrated.

User Pot Thin Time

Having the potscint and thin time calibrated parameters don’t tell you the time-of-

flight of the fragments until you subtract the two. The parameter for potscint -

thin time, as described above for the difference, is constructed similarly here, but

with the added feature to adjust the time based on the tracking angle and position:

user.tof.pot_thin.cal = user.tof.potscint.cal - user.tof.thin_time.cal +

sweeper.fp.track.xfp * sweeper.tof.potthinxfp +

sweeper.fp.track.afp * sweeper.tof.potthinafp

To get the unadjusted tof, just set these adjustment variables to 0. The first line of

this calibration is saved as the frag time in the code and used for the fragment’s

velocity. This adjustment is useful for separating isotopes of the same element by

rotating the time about the tracked dispersive position and angle to account for

differing charge-to-mass ratios through the dipole.
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User Fragment Velocity

Here the user.tof.pot thin.cal parameter is used without the adjustments de-

scribed above as frag time, along with user.tof.vfrag.offset in centimeters, to

get the fragment velocity in cm/ns.2 The user.tof.vdiff.cal parameter is the

difference (in cm/ns) between the neutron velocity (calculated from hit 1) and the

fragment velocity (it’s slope and offset should be 1 and zero, respectively).

D.3.4 MoNA Hits

The code to fill the hit parameters is processed as each bar is calibrated, and so hit 1

is the first valid one the code calibrates as it parses through all 144 bars making the

Bar parameters [92]; starting at A0 and ending at I15. These hit parameters are not

ordered by time and should only be used as approximate checks during run time. See

Ref [91] for ways to time-order all the hits. The Multi hit parameter is the number

of valid hits for that MoNA event, defined as two valid raw TDC channels for one

bar. The hit parameters include:

X_hit, Y_hit, Z_hit

TOF_hit, KE_hit, Q_hit

Theta_hit, Phi_hit

Multi_hit

D.3.5 Valid Tandem Hit

In the CHitParam.cpp code I have written a process to find the first MoNA hit

based on time-of-flight. I first exclude events that are too fast to be neutrons by

taking asking if the time is greater than 50 ns for all hits. This is required to avoid

calculations using hits from a gamma-ray created at the target. 50 nanoseconds is

2You should follow the directions form section 2.3 and change the units for vfrag.offset to cm,
and the units for the vfrag.cal and vdiff.cal to cm/ns.
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the time a gamma-ray takes to travel 15 meters. If MoNA is placed further than

14.5 meters away from the target CHitParam.cpp should be edited and this value

should be increased accordingly. After I am assured of at least one good hit, the code

then scans the hits for the lowest time value and saves it’s index. The rest of the

Tandem parameters continue to use only that hit index, including the KE neutron

and Tandem e decay parameters. The code to find the first hit greater than 50 ns is

here:

// First check that the MoNA array counter had at least one hit

if (Counter >= 1) {

// initialize temp variable.

double temp = 0.0;

// array place of ToF first hit, initial value for hit 1 (count 0).

int first_count = 0;

// MoNA hit ToFarray[first_count], initial value to hit 1.

double ToF_first = ToFarray[0];

// condition set true when ToF has hit greater than 50 ns.

bool good_hit = false;

// loop through the ToF to find earliest and

// set first_count to index of earliest

for (int j = 0; j < Counter; j++) {

// Check if MoNA ToF array has a hit with time great than 50 ns.

if (ToFarray[j] >= 50.0) {

// set good_hit true is there is one

good_hit = true;
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// continue to look for earliest ToF that is greater than 50 ns.

temp = ToFarray[j];

if (temp < ToF_first) {

ToF_first = temp;

// Set first_count to array index of earliest hit.

first_count = j;

}

}

}

D.3.6 Tracked Parameters

By using an inverse map, the SpecTcl code calculates not only the position and

angle of the fragment at the target, but also the relative energy to the magnet’s

center track. An inverse map is just a transformation matrix from the focal plane

coordinates to target coordinates (the newest inverse maps also inputs the forward-

tracked target position). Directions to utilize this feature are described in section 4.

The most important parameters calculated by this method are:

sweeper.fp.track.ata,bta,yta,

sweeper.im.track.xta,yta,ata,bta, sweeper.fp.track.dta

These are used to further calculate the energy of the fragment at the midpoint of the

target (parameter target.e). After I’ve found a good hit in the CHitParams.cpp

these calculations are performed:

// m_fFragmass is the mass of the fragment in units amu.

double Famu = m_fFragmass;

double amu = 931.494013; // MeV/amu
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// Calculating energy from Brho, mass, charge values.

double Frag_betagamma_o = (m_fFragBrho / 3.107 * m_fFragQ / Famu);

double Frag_gamma_o = sqrt(Frag_betagamma_o * \

Frag_betagamma_o + 1.0);

// Frag_KE_o is the central track energy in MeV/u

double Frag_KE_o = amu * (Frag_gamma_o - 1.0);

// set energy from delta (ParamDT) and central_energy

// in MeV/u then add m_fTargeteloss (target.eloss) to target.e

double Frag_KE = ( ((double)rEvent[m_nParamDT] + 1.0) * \

Frag_KE_o) + m_fTargeteloss ;

rEvent[m_nResultTE] = Frag_KE; //set target.e in MeV/u

The target.eloss variable (m fTargeteloss) is the estimated energy the frag-

ment loses half way through the target (in MeV/u) and it is added to the tracked

energy to get the energy at the midpoint. This is a decent estimate for the fragment’s

energy assuming the reaction occurs at the target’s midpoint.

D.3.7 MoNA Tandem Parameters

The Tandem MoNA code calculates some useful parameters as well. The Tandem vdiff

hit parameters are miss-named and are actually just the velocity for that MoNA hit

(in cm/ns) and not a difference at all. It is calculated from the ToF hit parameters

and the MoNA Z pos variable. The KE hit parameters are calculated form the velocity

and the mass of a neutron. A good practice is to gate this parameter on the neutron

peak from the ToF hit parameter. The following calculations are also done within
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the CHitParam.cpp code.

KE neutron

This is actually the first tandem parameter to be set after verifying that MoNA

recorded a hit with a valid neutron time greater than 50 ns.

//Check if good_hit set to "true".

if (good_hit) {

// if so, set result KE_neutron to MoNA KE hit of first_count

rEvent[m_nResultKEn] = KEarray[first_count];

The index [first count] refers to the first neutron event greater than 50 ns in

time-of-flight.

Theta

The angle between the fragment and the neutron is calculated from the fragment

tracked angles and the neutron angle using vector analysis. This value goes into the

Theta parameter.

// First add both vectors

double Both_Sum = Frag_x * Xarray[first_count] + \

Frag_y * Yarray[first_count] + \

Frag_z * Zarray[first_count];

double Frag_R2 = (pow (Frag_z,2.0) + pow (Frag_y,2.0) + \

pow (Frag_x,2.0)); //r-vector squared

double Frag_distance = (pow (Frag_R2,0.5)); // in cm

double Both_Product = Distance[first_count] * Frag_distance ;
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// solve for cos(theta) = AxBx + AyBy + AzBz / A*B

double cos_theta = (Both_Sum / Both_Product);

rEvent[m_nResultThe] =( acos(cos_theta) * 180.0/PI);

Here again [first count] refers to the first neutron event greater than 50 ns in

time-of-flight.

Decay Energy

The energy of the fragment at the target (calculated using an inverse map) along with

the Theta parameter and the neutron energy is used to calculate the invariant mass

of the decay state. The velocity difference parameter KE vdiff is also calculated from

their respective kinetic energies.

// from KE(MeV/u) to gamma, with c=1, Vc=29.9792458 cm/ns

double Namu = Nmass/amu; //Neutron mass in amu = 1.008665.

double N_beta = pow(( Nvel[first_count]/Vc),2.0); //squared

double N_gamma = sqrt(1.0/(1.0 - N_beta));

double Frag_gamma = 1.00 + (Frag_KE / amu);

double Frag_beta = (1.0 - (1.0/(Frag_gamma * Frag_gamma)));

// setting KE_vdiff parameter to velocity difference.

rEvent[m_nResultKV] = (sqrt(N_beta) - sqrt(Frag_beta)) * Vc;

double Pneutron = Namu * sqrt(N_beta) * N_gamma;

double Pfrag = Famu * sqrt(Frag_beta) * Frag_gamma;

// Calculate M0^2 + PMo^2 = m1^2 + m2^2 +
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// 2(En*Ef - Pn*Pf*cos(theta))

// first convert KE into total E for N and Frag

double Eneutron = N_gamma * Namu; // Total N E

double Efrag = Frag_gamma * Famu ; // Total frag E

double Etotal = Namu*Namu + Famu*Famu + \

2.0000*(Efrag*Eneutron - (Pneutron*Pfrag*cos_theta));

double Qamu = sqrt(Etotal) - Namu - Famu; // in amu/c^2

rEvent[m_nResultEdecay] = Qamu*amu; //Tandem_e_decay in MeV/c^2

Here Nvel is the neutron velocity for first count. Note that N beta is (vn/c)2,

and similarly for Frag beta, that’s why it is square-rooted for many of the calcula-

tions.

D.4 Analysis Suggestions

The following sections are written to help with some of the standard analysis pro-

cedures. The Control window for Tandem SpecTcl is a little different than for the

MoNA version as shown by Figure D.2.

D.4.1 Tandem Control Buttons

For the most part, the buttons on the Tandem SpecTcl Control window are the same

as for the MoNA SpecTcl [92] but for a few exceptions.
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Figure D.2: Tandem SpecTcl control window.

Customized Buttons

The tandem/spectcl/tcl directory contains a few files that are sourced by the gray

buttons with the blue lettering. The 1D Raw button sources the tcl/SpecGen.tcl

file.The 1D Cal button sources the tcl/CalcParameter1DSpectra.tcl file.The 2D

Spectra button sources the tcl/CalcParameter2DSpectra.tcl file. These three files

can be edited to include any custom commands or spectra you choose.

D.4.2 Beamline Forward Tracking

Forward tracking can only be completed after the beam-line tracking detectors have

been calibrated for from mask runs, and the sweeper.im.gap variable is set to the
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distance between them. The Ppacs map3 button is used in conjunction with the

Order, Mass, Charge, Brho input frames to forward track the position and angle

of the fragment at target from the information from the beam-line tracking detectors.

These inputs should correspond to the mass and charge of the fragment you wish

to track through the triplet magnet. The Order should be set to 3 (or higher if the

forward map was made to a higher order). The Brho input should correspond to the

Brho value setting of the triplet. Check the experiment’s logbook for this number.

When a forward map file is made this Brho value is needed.

Once the input frames are filled with the appropriate values, make sure the

sweeper.im.track.map.maxparameters variable is set to 5. Now an appropriate for-

ward map must be made (.map extension) and sourced with the Ppacs map button.

A good check to see if it is working is to source a collimator run with a known beam

and known energy. The positions at the target should be centered near zero.

D.4.3 Sweeper Inverse Tracking

Inverse tracking can only be completed after the CRDC’s have been calibrated for

position from mask runs. The Inv. map button is used in conjunction with the Order,

Mass, Charge, Brho input frames to calculate the energy of the fragment at target

from information from the focal plane CRDC detectors. These inputs should corre-

spond to the mass and charge of the fragment you wish to track through the Sweeper

magnet. The Order should be set to 3 (or higher if the inverse map was made to

a higher order). The Brho input should correspond to the Brho value setting of the

Sweeper magnet before the run. Check the experiment’s logbook for this number. This

number is also needed to make the inverse map, so you can check with the person

who calculates the inverse maps as well.

Once the input frames are filled with the appropriate values the sweeper.fp.track

3This button is used with both beam line tracking PPAC’s or CRDC’s.
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.map.maxparameters variable should be set to 4 if you wish to use the old inverse

maps that do not require the beam-line detectors, or to 5 for the new inverse maps

that take into account the x position at the target from the forward tracking map

described above that require the beam-line detectors.4 Now an appropriate inverse

map must be made (.inv extension) and sourced with the Inv. map button. A good

check to see if it is working is to source a collimator run with a known beam and

known energy. The positions at the target should be centered near zero, and the

energy should match.

D.4.4 MoNA Timing

For proper MoNA timing, the potscint signal should be routed as the common stop

for all TDC’s. During the experiment be sure to take a few self triggered runs

with some thick stopping material in place of the target. This will create a lot gamma

rays streaming toward MoNA. Applying a gate to the front of MoNA or to bar A8

will fix the distance they travel to be equal to the variable MoNA Z pos in centimeters.

The tmean offset variable should then be set to move gamma peak to the time light

takes to travel to the front of MoNA (MoNA Z pos divided by 29.98). Click the List

Variables button to display current values in the TkCon window.

D.4.5 Isotopic Separation

The best technique for separating isotopes is to gate a particular proton number using

the calibrated Ion Chamber fp.ic.de parameter and apply this gate to a 2d de-tof

spectrum. Use the adjustable user.tof.pot thin.cal parameter for the x axis and

set the sweeper.tof.potthinafp, potthinxfp variables to shift the time based of

the tracked positions and angles. These are not the forward tracked or the inverse

tracked parameters. These parameters have not been transformed from the focal plane

4The new .inv maps use as an input the x position at the target (sweeper.im.track.xta) calculated
from the forward mapping.
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coordinate system. They are just tracked to a z position in front (negative) or behind

(positive) CRDC1, using the sweeper.fp.track.zfp variable. It is also good practice

to display the tracked sweeper.fp.track.afp or sweeper.fp.track.xfp parameters

versus the adjustable time to help you choose the best values. With some luck you’ll

find some settings for the three variables that really separate the isotopes. For detailed

directions on this subject see Ref [96].

D.4.6 Decay Energy

The Tandem E decay parameter incorporates the angle between the neutron and the

fragment, and when the all the tracking and calibrations are completed, it is the best

calculation we have to get the decay energy of neutron-unbound states.

D.4.7 Multiple Neutrons

Since MoNA is so large and it’s depth is considerable (90 cm), often a single neutron

will react more than once inside it’s volume and be recorded as more than one hit

in the hit parameters. The most likely case is where the neutron strikes a proton

in one bar the proton travels out the side of the bar into a neighboring bar, thereby

causing two hits from one neutron. The most interesting case is where there are indeed

two neutrons entering MoNA and each reacts with a different bar to cause two hits.

These different scenarios are difficult to distinguish. Using the time-ordered pseudo

parameters [91] we can make a good attempt to separate these events.

When the hits are sorted by time-of-flight we can look at the distance between two

hits to see if they are neighboring bars. The velocity of the second hit should be less

than the first if the same neutron reacts twice. There are also other, more advanced,

calculations and parameters that can be made to determine the number of incoming

neutrons, including the energy deposited by the first hit versus the scattered angle

between two hits.
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D.4.8 Limitations

The Tandem E decay code does not require any signal in the respective QDC param-

eters, so a careful simulation code must accompany any final analysis to account for

some ‘soft” neutron events near the edges of MoNA that don’t deposit enough light

to be seen by both CFD’s at each end of the bar. This will induce a slight under-

counting of events at ends of the MoNA bars and should be mimicked in a simulation

like GEANT.

The threshold for the QDC’s are set about 10 channels above the pedestal by the

QDC fitting program to ensure the pedestals are not read out for all MoNA events and

thereby swamping the data acquisition with 288 meaningless values. In practice this

corresponds to an energy of about 0.5 MeVee, and is a bit higher than the -10 mV

setting for each CFD that triggers the TDC channels. Therefore, we get plenty of

MoNA events with a valid pair of TDC channels that do not have valid QDC data.

The CHitParam code could be edited to require a QDC signal at each end of the

MoNA bar, but this will cut a non-negligible fraction of events from the data, and we

use the ToF parameter to calculate neutron energy anyway.
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